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Abstract

The establishment of hydroelectric power plants resulted in a rapid structural

transformation of Norwegian municipalities around the beginning of the 20th cen-

tury. Using a novel dataset linking individuals born between 1890 and 1910 to his-

toric death data, I find that experiencing childhood in rapidly transforming local

areas leads to an increase of ten months in age at death for men. This effect is en-

tirely driven by individuals born into higher socioeconomic status households. I

find that incomes, manufacturing, immigration and economic inequality in local ar-

eas in the short/medium-term increase after the introduction of hydropower, while

public health deteriorates at the same time. This suggests that, in the long term, eco-

nomic development through structural transformation outweighs the negative con-

sequences of a deteriorating public health environment and thereby increases the

lifespan of individuals.
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1 Introduction

New technologies and large infrastructure investments can have significant transforma-
tive effects on local economies. In the United Kingdom, the adoption of the spinning
jenny started the industrial revolution (Allen, 2009). The early adoption of electricity
in the United States in the 20th century led to increased economic activity up to seven
decades later (Lewis and Severnini, 2020), while railway access in India resulted in sig-
nificant income gains, as well as increases in trade volumes around the turn of the 20th
century (Donaldson, 2018). Technology adoption and infrastructure investments can
have important long-term impacts through structural change accompanied by indus-
trialisation, economic development and economic growth. Conversely, these changes
may come at a cost. Externalities of increased economic activity might create pollution
and result in rising mortality rates (Beach and Hanlon, 2018), while increased economic
activity and urbanisation can lead to crowded housing and poor sanitation (Cain and
Hong, 2009; Boustan, 2018), and improvements in transportation networks potentially
facilitate the spread of disease (Adda, 2016; Oster, 2012). Moreover, the distributional
consequences of positive and negative effects of structural change are a priori ambigu-
ous. These examples raise important questions about the long-term effects of structural
transformation and the channels through which they operate.

Understanding the channels through which structural transformation impacts local
areas and their population, in the short, medium, and long term is challenging for vari-
ous reasons. Policies leading to structural change are usually implemented after careful
consideration or with certain objectives in mind, and it might therefore prove difficult
to identify causal effects due to correlated unobservables and selection into areas which
differ on various dimensions. An additional complication concerns data requirements
when investigating the long-term consequences of structural transformation and its im-
plications. For example, to investigate the individual-level impact of policies as far back
as the 19th century, a researcher needs detailed historical accounts linked to contem-
porary individual-level data in order to investigate the long-term implications of said
policies.

Consequently, evidence of the long-term implications of structural change and its
short- and medium-term channels is hard to obtain. Most of the previous literature on
the implications of structural transformation has a narrow focus on aspects connected to
or coinciding with industrialisation, such as pollution, electrification and public health
infrastructure. My setting allows me to focus more broadly on the implications of local
comparative advantages in electricity production and consumption, and how this shaped
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local areas, on the one hand, and individuals in those areas, on the other. I overcome
the identification challenges by leveraging the staggered adoption of hydropower as a
shock to local economies, inducing structural change in the context of rural Norwegian
municipalities during the period between 1890 and 1920. I introduce novel historical
death data starting in 1928 linked to full population census data from 1910 to create
a dataset spanning almost 120 years. This thereby links the structural transformation
process at the beginning of the 20th century to outcomes up until today. I supplement
these data with newly collected information on public health and economic indicators
in local areas obtained from historical documents.

There are two main advantages of focusing on the Norwegian context. First, around
the turn of the century, some Norwegian municipalities underwent rapid structural
change mainly driven by their topography, which was favourable for the establishment
of hydropower plants. These plants significantly increased the availability of electricity
in predominantly rural areas and made it possible for large industrial factories to op-
erate in previously very agriculture-based communities (Venneslan, 2009). At this time,
no electric grid existed, which made hydroelectric power a comparative local advantage.
I use the staggered establishment of these hydropower plants as my main identification
strategy. I will also provide evidence of certain outcomes using a topographic instru-
ment inspired by Duflo and Pande (2007), and further tailored to the Norwegian context
by Borge, Parmer and Torvik (2015), to provide causal estimates of the short-term im-
plications of hydropower-induced industrialisation between 1890 and 1920. The second
advantage comes from the availability of detailed historical health and economic records
in Norwegian districts and municipalities, which I am able to combine with full popu-
lation census data from 1900 and 1910. Furthermore, I can link individuals in the 1910
census to individual-level death records starting in the year 1928 by applying a data-
linking algorithm set out in Abramitzky et al. (2021). In addition, matched individuals
dying after 1960 can be linked to modern Norwegian administrative data, enabling me
to assess the effect of childhood exposure to hydropower-induced structural change on
lifetime education and residential mobility. In combination, the rich set of historical
and individual data enables me to investigate the long-term implications of structural
change decades after childhood exposure, while also addressing the short- and medium-
term economic and health consequences at the local level that could provide important
channels for these long-term effects.

The main results I present in this paper concern the long-term implications of child-
hood exposure to a structurally transforming environment. Using linked historical cen-
sus data connected to individual-level death data starting in 1928, I am able to provide
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evidence that men born in hydropower municipalities experience an increase of approx-
imately ten months in age at death. Using event-study methodology to estimate the
long-term implications of staggered hydropower adoption for age at death suggests that
hydropower adoption has a particularly strong effect on age at death if it occurs at least
five years prior to birth. This thereby suggests that, in order for structural transformation
to have beneficial long-run implications on longevity, a certain maturation or adoption
period is required. Breaking down samples by occupation-based socioeconomic status
of the household head, I find that the benefits of hydropower establishment in terms
of age at death are entirely driven by individuals from high socioeconomic status fam-
ilies. Hence, hydropower establishment probably contributed to widening the gap in
longevity among men and could explain some of the differences in mortality we observe
among old-aged individuals today.

After documenting the longevity consequences of hydropower adoption, I will turn to
the short and medium-term developments in local areas that provide possible channels
for these longevity effects. Building on and extending previous research by Leknes and
Modalsli (2020) on the industry and occupational changes resulting from hydropower
adoption in Norway, I show that economic opportunities in terms of income, wealth and
manufacturing jobs increased rapidly in response to hydropower adoption, whereas the
share of individuals working in agriculture declined. This suggests that municipalities
adopting hydropower were subject to rapid structural transformation and offered greater
economic opportunities than comparable municipalities without access to hydropower.

These improved economic prospects attracted internal migrants from other coun-
ties. Using a linked sample of individuals from both the 1900 and 1910 full population
censuses, I show that individuals residing in hydropower municipalities in 1910 are sig-
nificantly more likely to have moved there from a different municipality, most often
from within the same county.1 Moreover, movers were positively selected in terms of
an occupation-based socioeconomic status measure, suggesting that individuals with
marketable skills, as measured by their occupation, were able to relocate to areas with
potentially greater economic prospects. This attraction of individuals from other Norwe-
gian municipalities combined with a generally growing population led to a significant
population increase compared to non-hydropower areas. Rural municipalities gaining
access to hydropower and industrialisation had a 3.5 times higher population growth
rate during the period 1890 to 1920 than areas that had not established a hydropower

1In 1900, Norway was divided into 20 counties (fylker in Norwegian) with an average population of
approximately 120,000 inhabitants and an average area of 16,000 sq. kilometres.
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plant by 1920.2 The combination of rising incomes and the influx of skilled migrants
also translated into rising inequality among the local population. Gini coefficients of
an occupation-based stratification measure increased by approximately 11 per cent in
hydropower areas between 1900 and 1910, while only increasing by approximately 6 per
cent in non-hydropower municipalities.3

After documenting the way in which hydropower municipalities structurally trans-
form and industrialise, I provide novel evidence of the impact of hydropower adoption
on public health in Norwegian health districts.4 Reports from district doctors during
this period suggest that population growth that went hand in hand with the industrial-
isation process outpaced infrastructure development in terms of guaranteeing hygienic
standards. Estimating event-study specifications examining the number of cases of com-
mon infectious diseases confirms that areas adopting hydropower saw up to a 25 per
cent increase in annual infectious disease cases per 100,000 inhabitants. At the same
time, the overall supply of health professionals (e.g. doctors, midwives, pharmacists)
relative to the population size remains unchanged. Taken together, these developments
created two main counteracting forces. On the one hand, hydropower areas experienced
increased economic prosperity, which likely increased existing inequalities, while, on
the other hand, the prospect of economic opportunity led to population growth and a
worsening of the public health environment in the short- to medium-term.

In combination, these results suggest that, despite a deterioration of the public health
environment, the positive implications of structural change, such as the increase in per
capita income, had a stronger effect on the longevity of individuals. Multiple channels
could potentially be at work simultaneously. Income could generate better nutritional
standards, improve education and also change the occupational sorting of individuals
into less hazardous occupations. My results shed light on the importance of family
background in connection with these longevity effects, but do not inform the specific
mechanism due to the multidimensionality of structural transformation.

With this paper, I make three main contributions to the understanding of the eco-
nomic and health implications of structural transformation. The first and main contri-
bution concerns the long-term implications for longevity of structural transformation of

2Rural hydropower municipalities grew by 42 per cent from 1890 to 1920, while other rural munici-
palities only saw a population increase of approximately 12 per cent.

3Since occupation-based measures of inequality only capture differences across occupations, this could
be seen as a type of job diversification measure, rather than as pure socioeconomic inequality. However,
assuming that income differences do exist within occupations, this measure could be seen as a lower
bound to socioeconomic inequality.

4Health districts are aggregations of municipalities and there were approximately 150 health districts
during the period 1880 to 1920.
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local areas induced by hydropower adoption during childhood. Importantly, longevity
in this context should be seen as more than a simple long-term measure of health, but
rather as a complex accumulation of advantages and disadvantages over the life cycle.
By thinking in terms of this much broader definition of longevity, these long-term ef-
fects of structural transformation go beyond direct health effects. Longevity can then be
influenced through channels such as occupational choice, geographic mobility, and mar-
ital sorting, but also by the direct implications of the public health environment (Case,
Lubotsky and Paxson, 2002).

The structural change in hydropower areas in this context has two main aspects I
consider relevant to longevity. First, the structurally changing environment is connected
to population growth and increased economic activity and potentially leads to a worse
public health environment during childhood. Urbanisation and economic activity have
previously been associated with higher levels of infant mortality, the spread of infectious
disease and higher levels of pollution (Boustan, 2018; Beach and Hanlon, 2018; Alsan and
Goldin, 2019). This is also the focus of a large body of literature summarised by Almond,
Currie and Duque (2018), which finds significant and lasting impacts of early-life expo-
sure to pollutants and pathogens on human and health capital in adulthood. Ferrie, Rolf
and Troesken (2015) provide evidence of the negative impact of lead exposure during
childhood on later-life cognition. Exposure to pathogens at different stages of child-
hood has also been causally linked to negative health and cognitive outcomes in later
life (?Daysal et al., 2021). Even though air pollution was not a direct externality from
hydroelectric power generation, the associated industrial production created pollution in
previously pristine environments. Air pollution’s negative short and long-term impacts
on human capital and health have also been documented in a plethora of articles (Beach
and Hanlon, 2018; Bailey, Hatton and Inwood, 2018). An additional counteracting force,
positively associated with longevity, would be the increased availability of resources
and economic opportunities during childhood, setting the stage for economic advantage
over the entire life cycle. Chetty, Hendren and Katz (2016) show that neighbourhood re-
sources during childhood matter significantly and that longer exposure to lower-poverty
neighbourhoods has significant benefits in terms of college attendance and income later
in life. In their overview article, Deryugina and Molitor (2021) show that places affect
health through a variety of channels, including socioeconomic composition, pollution,
health care provision and nutrition. In the Norwegian context, such place-based poli-
cies have been shown to improve infant and later-life outcomes through the provision
of health care at local infant health clinics (Bütikofer, Løken and Salvanes, 2019). These
particular clinics were introduced at a much later point in time, however. Even though
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household electrification was simply a side effect of this early hydropower expansion
it is possible that improved indoor lighting and connected improvements in indoor air
quality could have long-run benefits for children as well.5 The literature identifies a vari-
ety of channels through which places undergoing structural transformation induced by
hydropower can potentially affect the longevity of individuals. Due to the counteracting
force of some of these channels, however, it is ambiguous what the long-term effect on
longevity will be in such cases.

The second contribution lies in providing causal evidence of the impact of hydropower
adoption on public health and public health infrastructure in areas undergoing hydropower-
induced structural change. Previous literature predominantly focused on certain aspects
of public health connected to industrialisation and urbanisation. A large body of liter-
ature on the urban mortality penalty emphasises the importance of waste, water and
sewage disposal in urban areas, which is strongly connected to the increased spread of
infectious diseases. Alsan and Goldin (2019) show that the combination of clean wa-
ter and effective sewage systems reduced urban child mortality in the Boston area by
approximately 33 per cent between 1880 and 1920. In their seminal paper, Cutler and
Miller (2005) point to the importance of water filtration and chlorination technologies to
mortality in US cities at the beginning of the 20th century, and show that large parts of
the decline in overall, child and infant mortality can be attributed to clean water tech-
nologies.6 Beach and Hanlon (2018) focus on the negative consequences of air pollution
resulting from coal power plants in British cities at the end of the 19th century. They
find that, during industrialisation, coal-induced air pollution can explain approximately
one-third of the urban mortality penalty. My context differs from the aforementioned
articles in that it does not consider cities, but rather focuses on predominantly rural
areas that experience rapid population growth due to the economic opportunities they
offer. Moreover, the negative health development in response to hydropower adoption
mainly comes from the pace at which the population grows, rather than from urbanisa-
tion and pollution through, e.g., coal. I will show that this population growth, outpacing
infrastructure development, contributes to the spread of infectious diseases, while simul-

5The main use of electricity in households at the time was lighting, while heating was still mostly
wood-based. Improvements in indoor air quality therefore mainly came from lamps, which likely con-
tributed little to overall indoor air pollution.

6In a recent article, Anderson, Charles and Rees (2018) find no effect on overall and infant mortality
due to clean-water technologies. They attribute this discrepancy to transcription errors in the article by
Cutler and Miller (2005). Nevertheless, multiple other papers (see, e.g., Alsan and Goldin (2019); Beach
(2021); Beach et al. (2016); Ferrie and Troesken (2008); Troesken (2001)) have provided credible evidence of
the importance of clean water and clean-water technologies in terms of reducing mortality, particularly in
urban areas in the US.
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taneously not being addressed through a larger supply of medical professionals. I argue
that the increased availability of resources in hydropower areas likely had a mitigating
effect on the consequences of the spread of infectious diseases.

The final contribution is connected to a large body of literature on the implications
of structural transformation for local areas. First, I contribute to the literature inves-
tigating the transformative effects of infrastructure investments on local areas. Kline
and Moretti (2014), for example, investigate the implications of large federal transfers
in the US in the 1930s and show that, in the short term, both manufacturing and agri-
cultural employment increased significantly. Lewis and Severnini (2020) show that rural
electrification only impacted agricultural productivity in the US, and had very limited
short-term effects on employment in other sectors. In the long term, early access to
electricity increased economic growth even after the US was fully electrified. This path
dependency is also supported by evidence from US portage sites (Bleakley and Lin,
2012). Leknes and Modalsli (2020) show, in the context of Norway, that areas adopting
hydropower experienced rapid structural transformation and higher occupational mo-
bility than areas without early hydropower adoption. I add to this understanding by
providing event-study estimates of population changes in local areas, and I also pro-
vide novel event-study evidence of income and wealth development in response to hy-
dropower adoption using newly transcribed data on municipality-level income, wealth
and taxpayer statistics. Moreover, I show that internal migrants were positively selected
from other municipalities. This positive selection into booming local economies is con-
sistent with predictions of the adoption of the Roy model (Roy, 1951) in Borjas (1991),
which shows that high returns to skill in the receiving location led to a disproportional
selection of immigrants from the top end of the source location’s income distribution.

The remainder of this paper is structured as follows. Section 2 provides an overview
of the data and background. In section 3, I present the event-study research design
as well as the instrumental variable approach used for some specifications. The re-
sults are included in section 4, and are subdivided into sections discussing the i) impli-
cations of childhood exposure to hydropower-induced structural change for longevity,
ii) short/medium-term local structural transformation, and iii) the short/medium-term
public health effects. Finally, section 5 concludes the paper.

2 Data, Background and Definitions

I will first provide a brief overview of the historical context with the focus on indus-
trial development and Norway’s adoption of hydroelectric power. I will then describe
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the data sources in more detail in separate sections. I will also discuss the historical
census data, the historical death register and the linking process used to combine these
data sources. I then provide a short overview of the aggregate economic indicators for
Norwegian municipalities between 1890 and 1920, obtained from various sources. In the
final part of this section, I will discuss the newly transcribed public health records and
provide a brief overview of public health in Norway at the beginning of the 20th century.
In Appendix C, I provide more detailed information about sources and how to access
the data used in this project.

2.1 Hydropower Establishment

The idea of using the power of rivers to drive machines has been around for several cen-
turies. Water was used in mills to grind grain as far back as the 13th century (Skansen,
1958). Mechanical use of hydropower such as sawmills and other large machinery
was also introduced later. Hydroelectric power production started already during the
1880s, but initially with very low capacity. This energy production was mainly used for
street lighting in Norwegian towns and would not have been sufficient to power large
industrial enterprises. Starting in 1890, larger hydroelectric power plants were built,
which could finally produce energy in quantities sufficient for industrial use. These
hydropower plants were ideally suited to Norway due to two main factors: Norway’s
abundance of water bodies such as rivers, waterfalls and streams, and the country’s
mountainous topography, which opens for the exploitation of altitude and the potential
energy of water. The period around the beginning of the 20th century was characterised
by a strong movement towards modernisation, both in society in general and economi-
cally. Norway had already developed light industry in the first phase of industrialisation
during the 19th century, but, due to a lack of financial institutions, it was slightly slower
in industrialising than, for example, its neighbouring country Sweden, with which it
was in a union until 1905.7 In contrast to Sweden, Norway had not developed banks
that served the whole country but mostly relied on small, local mercantile banks (Sejer-
sted, 2021). However, these banks were not able to finance large infrastructure projects.
Additionally, there was no organised technological higher education that could form the
basis for science-driven economic innovations. The latter problem was addressed by the
establishment of the Norwegian Technical Institute (Norges tekniske høgskole) in 1910. The
initial lack of know-how and financial institutions made it necessary to rely on foreign

7The union with Sweden mainly involved foreign policy and the sharing of a common monarch.
Almost all other affairs of state were organised separately in the two states.
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capitalists in the beginning. They were interested in Norway’s water as a natural re-
source, and Norwegian legislation made investments extremely attractive. At the turn
of the century, waterways were privately owned in contrast to other countries. This
meant that waterways could be bought and used freely and would potentially not be
available for the public benefit. Increased foreign ownership of waterways and of newly
constructed hydropower plants led to heated debate about how to protect Norwegian
natural resources from foreign ownership. This ultimately resulted in the adoption of
the concession laws, also often called the ’panic laws’ (Sejersted, 2021). The first such
laws enacted in 1906 limited the duration of ownership and acquisition of waterways
in Norway (Faugli, 2012). Later extensions of the scope of these laws were adopted in
1909 and 1917, with a particular focus on the speed of new developments. They also
stipulated that, after a period of 60 to 80 years, any private developments would pass
back into public ownership without compensation.

The analysis in this paper is centred around data on hydropower adoption obtained
from (NVE, 1946). This report includes information about all hydropower plants es-
tablished before 1920, including relevant information about their characteristics. I tran-
scribed information on the municipality, the establishment year and the ownership of all
installations with a capacity larger than 500 kW, in a similar way to Leknes and Modalsli
(2020).8 Smaller hydropower plants were probably not suited to supplying electricity to
large factories and were used for mechanical power transmission, for example for mills.
By excluding smaller hydropower plants, I also shifted the focus to areas that had lo-
cal electricity production that was capable of meeting the energy demand of industries,
thereby excluding electricity use in households. The ownership status of hydropower
plants can be broken down into private, municipal and state-owned hydropower plants.
In Figure 1, the cumulative development of hydropower plants is plotted. Between 1890
and 1920, around 150 hydropower plants were established all over Norway. It is clearly
shown that, up until 1906, most hydropower plants were privately owned. It was only
after the first concession laws were passed that public hydropower developments in-
creased in number.

The ownership structure was the result of foreign investors’ interest in hydropower
production to power local industry, and it made it possible to prioritise industrial over
public electricity consumption. Even though around 40 per cent of hydropower plants
were already owned by municipalities by 1920, most of the electricity was used for indus-

8Municipalities in Norway changed quite frequently. From the end of the 19th century to the 1930s,
the number of municipalities grew from around 600 to over 700. I harmonised the data and applied the
municipality structure of 1900, when there were 594 municipalities.
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trial purposes (NVE, 2016). Norway also had a relatively high electrification rate early
on. By 1934, approximately 74 per cent of households had access to electricity, which
was mainly used for indoor lighting. Importantly, hydroelectric power had previously
been used before for public electricity consumption such as street lighting, but, overall,
this only accounted for a small share of total electricity consumption. In 1932, electricity
consumption by industry accounted for 80 per cent of total energy consumption. This
share was on a declining trend and had likely been higher in earlier years. Another
important feature of this early electrification period was the hyperlocal use of electricity
due to limitations on electricity transmission through an electric grid. The limitation
on transporting electricity is an important factor because it allowed previously rural
and remote areas to suddenly acquire a comparative advantage in relation to industrial
production.

Figure 1: Cumulative Number of Hydrowpower Plants by Ownership.
Note: The figure depicts the cumulative number of hydropower plants by ownership. The data were obtained from NVE (1946) and
include all hydropower establishments with a capacity of at least 500 kW.

The expansion of hydropower started relatively slowly in the late 19th century and
then really gained pace from the beginning of the 1900s. Figure 2 illustrates the geo-
graphical and temporal dispersion of hydropower, indicating a nationwide expansion of
hydropower over time. The use of hydroelectric power by industry was initially very
small. Venneslan (2009) argues that by 1896 horsepower produced by electricity made
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up only 1.2 per cent of the total horsepower, while this share had already increased to
44.6 and 79.8 per cent by 1910 and 1920, respectively. This exemplifies how important
hydroelectric power became in Norway’s industrialisation process. The development of
these plants led to significant structural change in local areas and had important implica-
tions for multiple margins, which I will elaborate on later in this paper using novel data
linkages and newly digitised data from Norwegian municipalities and health districts.

Figure 2: Geographical Distribution of Hydropower Plants by Establishment Year.
Note: The figure shows the establishment year and geographical location of hydropower plants in Norway during the period 1890
to 1920 for the entire country. The left side of the figure plots the southern part of Norway, while the northern part is shown on the
right. The data were obtained from NVE (1946) and include all hydropower plants with a capacity of at least 500 kW.

2.2 Historical Census Data

The individual-level data used in this project mainly come from the full population cen-
suses of 1900 and 1910. The data were obtained from IPUMS International (Minnesota
Population Center, 2020a,b). The censuses were carried out by Statistics Norway (SSB)
at the beginning of December in the respective years. They have been harmonised and
contain information about the first name, last name, birth year, birth municipality, sex,
occupation, municipality of residence, occupations and information about household
members.9 These censuses have multiple use cases. Firstly, they provide a detailed
record of changes in demographics and background characteristics in hydropower areas
and non-hydropower areas between 1900 and 1910. The detailed record of individuals
in Norway during this period enables me to compute aggregate statistics about demo-
graphics in local areas. In addition, new linking methods, summarised and developed

9Detailed information on available variables and definitions are provided on the IPUMS website and
in Appendix C.
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by Abramitzky et al. (2021), enable the construction of panel data by linking individu-
als using fixed characteristics such as birthdate, birthplace and name. This procedure
makes it possible to link the two censuses over time and obtain panel data for a sub-
set of linked individuals. The most novel use case for the historical census data is the
linkage to individual-level death records for the periods 1928 to 1945 and 1951 to 2014.
This connection allows for death data to be supplemented by detailed information about
individuals’ place of birth, residence and household structure around the time of their
birth. I will use these data to present novel evidence of the long-term implications for
the age of death of structural change during childhood.

The historical census data also include important information about the relationship
between an individual and the household head. In most cases, this is either the father,
the husband or the person himself/herself.10 I use this information to assign occupations
of the household head to individuals. These occupations are reported in the Historical
International Classification of Occupation (HISCO) format and are harmonised across
censuses. Moreover, they can be used to assign a social stratification value to an indi-
vidual’s occupation using the Historical International Standard Classification of Occupa-
tions (HISCAM) (Lambert et al., 2013). HISCAM provides a measure of socioeconomic
status for occupations and makes it possible to construct basic measures of inequality.
Ideally, these would also include information about income and education, but due to a
lack of such records, I rely on the HISCAM-based measure of inequality.

The linking procedure applied in this paper was first presented in Abramitzky, Bous-
tan and Eriksson (2012, 2014). It has been slightly adapted to the Norwegian-specific
context and data. For the sake of simplicity, the linking procedure will be named ABE
(Abramitzky, Boustan, Eriksson) matching from now on. ABE matching enables oth-
erwise standalone cross-sectional datasets to gain a longitudinal dimension. For this
paper, it enables me to link samples from the 1900 and 1910 censuses with data from the
historic death register. The ABE matching algorithm uses characteristics that are fixed
for an individual across different datasets (e.g. sex, birthplace, birthdate, names) and
creates possible matches. These possible matches are then assigned a string distance
value based on the first and last names of individuals. Through a few decision rules,
matches meeting a string distance threshold and various other criteria are then selected
as successful matches. The overall goal of ABE matching is to obtain a linked dataset that
includes a significant number of correct matches. The decision rules are put in place to
balance the number of overall matches against a high number of false positive matches.

10In some cases when individuals were interviewed for the census while they were somewhere else
than their usual residence, this would be the household head in the temporary residence.
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The exact procedure applied in this paper is described in Appendix D together with
details of the linking rates. In total, I can match 34 per cent of individuals in the 1900
census to individuals in the 1910 census, with significantly more men being successfully
matched due to patrilineal naming conventions.11

2.3 Historic Death Register

The main death records consist of two separate datasets that were both obtained from the
Digital Archives (Digitalarkivet) of Norway and have previously been maintained by SSB.
The first dataset covers the period from 1928 to 1945, while the second dataset covers
all deaths from 1951 to 2014. Both datasets include information on the first name, last
name, birthdate, death date, municipality of death and sex of the deceased individual.
All these variables enable me to link the death data to the census data from 1910, using
the previously described ABE matching procedure.

Death data include the cause of death, and registration dates go back to the 17th
century, when priests were required to keep track of basic demographic changes such as
marriage, births and deaths. From 1859, death statistics were published in annual reports
and were based on doctors’ reports obtained from the health district doctors. From 1928
onwards, SSB took over responsibility for the central processing of death reports from
doctors, priests and other local sources (e.g. police officers). Harmonisation and central
processing led to significant improvements in the completion and quality of the reports
of deaths (Gjertsen, 2002). Death records from 1928 to 1945 at a detailed individual level
have not been available in formats that are useful for research and have just recently been
finalised by the Digital Archives. I obtained these data upon request and they should be
available to the general public in future.

The raw data obtained from the Digital Archives required some light processing to
obtain a consistent sample and sufficient coverage of the municipality of residence at
the time of death. In the raw data, residence locations were reported using various
different sub-areas such as counties, municipalities, parishes and villages. We used
the municipality structure of 1930 obtained from the Norwegian Centre for Research
Data (NSD) for ABE matching of municipality names. For all non-matched residence
locations in the data, we manually assigned a municipality from the 1930 structure. This
procedure yielded a municipality coverage of more than 99 per cent.

The death data for the period 1951 to 2014 are also publicly available via the Digital
Archives. They cover all deaths in the relevant period in Norway. These data have been

11The exact matching procedure, summary statistics and matching rates can be found in Appendix D.
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available since 2019 and correspond to the cause of death register of Norway, which
is available for registered researchers via the website of the Norwegian Public Health
Institute (FHI). The publicly available death data do not include the cause of death
since that is exempt from the public domain and considered to be sensitive private
information. Even though Norwegian administrative data cover deaths from 1961 to
2018 including the cause of death, they do not include the names of individuals. The
first and last name are crucial, however, if the ABE matching algorithm is to be applied
and death data are to be linked to the census data from 1910. The information from
the 1910 census is in this case the missing piece needed to assess exposure to structural
transformation, a key component of this paper.

2.4 Municipality-Level Data

The structural change that occurred in municipalities across Norway has to some extent
been documented in previous research (Leknes and Modalsli, 2020). I have obtained
similar data on industry employment and the labour force, but I have also collected
new data on income, wealth and the number of taxpayers in Norwegian municipalities.
The combination of these data allows for a more detailed picture to be created of the
structural and economic changes in Norwegian municipalities around the time of the
adoption of hydropower.

The first part of the data concerning Norwegian municipalities’ population, em-
ployment and industry composition is provided through the Norwegian Municipality
Database (Kommunedatabase). These data have mainly been collected through the full
population censuses of 1891, 1900, 1910 and 1920, which means that most variables will
only be available for those years. The information on employment and industry affil-
iation is provided in varying detail across years. These aggregate variables are more
detailed for the subpopulations (e.g. age groups and sex) they cover. I aggregate these
sector employment variables into five groups, agriculture, manufacturing, services, ship-
ping and others, to obtain a comparable measure of sector employment across years.12

Using these data, I am able to quantify the hydropower-induced structural change as
well as labour force development.

In addition to the data available from the Municipality Database, I obtained data on
taxpayers, income and wealth in Norwegian municipalities for the time period 1894 to
1920 through our research centre. These data were digitised from PDF documents pro-
vided by SSB. Importantly, taxpayers in these documents are defined as both physical

12A detailed overview of the industry and employment classification can be found in Table A9.
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and non-physical entities and therefore also include firms. Historically, these data were
collected by SSB and the central government to assess the public finances of Norwegian
municipalities. The information does not initially correspond to the municipality struc-
ture of 1900, because these data are reported at the tax district level, which corresponds
relatively closely but not perfectly to the structure of municipalities. I match them to
create a balanced panel of municipalities with income, wealth and taxpayer information.

In addition, I add data on pre-existing infrastructure such as railway stations and
steamship stops in a municipality from a dataset named ’Norwegian Ecological Data’,
which has been made publicly available (Aarebrot and Kuhnle, 1984). These data con-
tain information about infrastructure for the year 1880 for all Norwegian municipalities.
Summary statistics for the municipality-level data are provided in Table A2.

2.5 Health District Data

In order to examine the public health externalities of hydropower-induced structural
change, I collected data on health district-level health personnel, infectious disease cases
and deaths, as well as infant deaths and live births. During the late 19th century and the
early 20th century, Norway was divided into approx. 160 health districts. These districts
were overseen by district doctors who were responsible for collecting information about
and reporting on the hygienic, living and public health conditions in their respective
health districts. Health districts are aggregations of municipalities and, especially in the
northern and western parts of Norway, they cover large and relatively inaccessible ar-
eas.13 Due to Norway’s size and terrain, it was not possible to perfectly observe the exact
conditions in each part of a health district. The data I collected are published in statisti-
cal yearbooks about public health in Norway. The data on health personnel include the
number of doctors, midwives, dentists, pharmacists and vaccinators per health district.
Midwives, in particular, have been shown to have a bearing on maternal mortality, but
not on infant mortality, in rural Norway during this period (Kotsadam, Lind and Modal-
sli, 2022). Even though treatment for most communicable diseases was limited during
the early 20th century, health personnel were likely one of the few sources of reliable in-
formation about the transmission of infectious diseases and mitigation strategies. From
detailed reports, it is clear that the district doctors had a clear understanding of what

13The number of health districts expanded from the 1880s onwards. In order to obtain a consistent
geographical classification of health districts, I harmonised all information to the 1880 health district
structure.
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causes disease and how to prevent infections.14 Overall variables for health personnel
are intended to capture the public health resources assigned to health districts and can
give us an understanding of the potential disparities, which are much more difficult to
measure (e.g. sewage systems, hygienic standards), particularly in historical contexts.

Infectious diseases, and their connection to urbanisation and population growth, have
been addressed in a large body of literature on urban mortality. For this purpose, I col-
lected data on the number of cases of and deaths from four communicable diseases that
are relevant to this period. Two diseases commonly transmitted via the faecal-oral route,
diarrhoea (incl. cholera) and typhoid fever, and two respiratory diseases, pneumonia
and diphtheria. Waterborne diseases which are mostly transmitted via the faecal-oral
route are argued to have mainly been caused by contaminated food and drinking water
and they declined to a large extent with the development of waste and water infras-
tructure (Cutler and Miller, 2005; Alsan and Goldin, 2019).15 Food standards such as
milk inspections in the context of early-20th century US cities have shown insignificant
effects on infant mortality (Anderson et al., 2022). The disease counts are available for
all years and are used to compute population standardised cases per 100,000 inhabitants
and deaths per 100,000 inhabitants. Summary statistics of the health district data are
available in Table A3.

Moreover, the annual reports contain information on birth outcomes, such as the
number of live births, infant deaths within the first year after birth and the number of
stillbirths. The number of infant deaths per 1,000 live births in Norway was signifi-
cantly lower in rural areas than in urban areas such as Oslo and Bergen, but rapidly
decreased from the beginning of the 20th century (Backer, 1961). The health district data
indicate that, between 1890 and 1920, infant mortality in health districts including a city
municipality declined by 43 per cent, while in purely rural health districts, the decline
was significantly smaller, only amounting to 34 per cent. Areas with higher population
density were generally more affected by infectious diseases. This positive correlation
between population density and cases per 100,000 population is also confirmed by the
health district data. Pneumonia, diphtheria and diarrhoea cases per population are sig-
nificantly and positively correlated with population density measured as the number
of people per square kilometre. As infectious diseases decline, infant mortality from
infectious diseases also declines, and disproportionately favours a mortality decline in

14One district doctor clearly addresses the issue of sewage and waste disposal infrastructure as a public
health and hygiene concern.

15Appendix Table A8 provides an overview of important characteristics of the different infectious dis-
eases.
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densely populated, high infectious disease areas.16

The data on health district-level health personnel, infectious disease deaths and cases
in combination with municipality-level data on hydropower adoption make it possible
to look in detail at the development of public health in response to hydropower estab-
lishment, and thereby to discuss changes in longevity in the context of public health
developments as well as economic developments.

3 Research Design

I will utilise empirical strategies that are based on the staggered establishment of hy-
dropower plants to obtain causal estimates of the impact of hydropower-induced struc-
tural change on various outcomes. For simplicity’s sake, I will start by describing the
empirical approach I use to evaluate the impact of hydropower establishment on local ar-
eas. I will then explain the specification I estimate to disentangle the effect of childhood
exposure to a structurally changing environment on the longevity of individuals. The
longevity effect must be viewed as a two-stage process in this setting. First, hydropower
establishment impacts local areas and, through the transformation of local areas, impacts
the longevity of individuals.

3.1 Event-Study Approach

The main empirical approach to identifying the impact of hydropower establishment on
outcomes is an event-study specification utilising the staggered adoption of hydropower
plants across Norwegian municipalities. I restrict the samples to five years before and
ten years after the hydropower establishment. A hydropower plant is considered as
established in the year it starts operating, i.e. providing electricity to the local area.
Note that not all municipalities in the sample are treated and that hydropower adoption
is an absorbing state, thereby ruling out the possibility that, once a municipality has
adopted hydropower, it can potentially revert to no hydropower access.17 Moreover, I
follow the methodology set out in Sun and Abraham (2020) to estimate the specification
presented in Equation 1. Using this relatively new estimator addresses issues such as the

16Appendix Figure B1 shows the massive decline in infant mortality, which was mainly driven by a
decline in infectious disease mortality. From 1899 to 1940, infant mortality due to infectious diseases fell
by approximately 80 per cent, while most other causes only saw minor declines.

17I have not found any evidence of municipalities gaining access to electricity from hydropower and
later losing this access during the period between 1890 and 1920. In addition, I do not have any data on
the potential downtime of hydropower plants.
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negative weighting of positive treatment effects, and should provide sensible estimates
of dynamic causal effects under heterogeneity across cohorts (Roth et al., 2022).

Ymt =
−2

∑
k=−5

βk × 1 [t − t∗m = k]mk +
10

∑
k=0

βk × 1 [t − t∗m = k]mk + µm + τt + ϵmt (1)

Here Ymt is the outcome of interest in area m in year t. The expression t∗m indicates the
year when the first hydropower plant was established in area m.18 In addition, I include
fixed effects for local areas µm, which are intended to capture time-invariant differences
between local areas across years and time-fixed effects τt, capturing differences over time
that do not vary across local areas. The estimates βk thus capture the change in outcomes
in the years prior to and ten years after the establishment of a local hydropower plant
relative to the omitted period k = −1.

In order to estimate causal effects of hydropower establishment on the relevant out-
comes using this event-study approach, non-hydropower areas must serve as appropri-
ate counterfactuals for hydropower areas. This assumption means that, conditional on
time and area-fixed effects, outcomes in hydropower and non-hydropower areas would
have developed in a parallel fashion. Moreover, I implicitly assume that there are no
unobservable changes in determinants of the outcome variables that affect hydropower
and non-hydropower places differentially and coincide with the establishment of a hy-
dropower plant.

Like the event-study approach for variables measured at the local area level, I am
able to use the individual-level linked census and death data to estimate event-study
regressions on individual outcomes such as the age at death. Equation 2 represents
the individual-level equivalent to Equation 1, which compares the outcomes of individ-
uals born in different years relative to the establishment of a local hydropower plant,
conditional on the municipality of birth and birth year-fixed effects. The estimate βk

then captures the impact of hydropower establishment on the outcome of individual i,
born in municipality m in birth year t relative to individuals born in non-hydropower
municipalities.

Yimt =
−2

∑
k=−5

βk × 1 [t − t∗m = k]mk +
14

∑
k=0

βk × 1 [t − t∗m = k]mk + µm + τt + ϵimt (2)

18Note that area in this paper can either be the municipality or the health district, since information on
infectious diseases and other public health outcomes is only available at the more aggregate health district
level.
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The main identifying assumption here also assumes that non-hydropower municipalities
serve as appropriate counterfactuals for hydropower areas. This identifying assumption
can in turn be separated into two parts. First, the age at death of individuals in hy-
dropower and non-hydropower areas would have followed parallel trends in the absence
of hydropower adoption. Second, determinants of outcomes that occur simultaneously
with hydropower establishment do not affect individuals born into hydropower and
non-hydropower areas differently. There are several potential reasons why violations of
the second identifying assumption can be envisaged.

I. Selection of Areas into Hydropower Adoption:
Pre-determined characteristics of local areas could potentially impact the selec-
tion of areas into hydropower adoption, either through private investors selectively
choosing areas with suitable economic/infrastructure conditions or other charac-
teristics, for hydropower adoption conditional on the prevailing economic environ-
ment or infrastructure availability. In this case, selection into treatment might be
correlated with potential outcomes post-hydropower introduction.

II. Alternative Policies:
Other local policies, such as the construction of new transport infrastructure, could
potentially be correlated with the introduction of hydropower plants and have in-
dependent effects on relevant outcomes in addition to the impact of hydropower.

III. Selection of Individuals into Hydropower Areas:
For the analysis of individual-level outcomes, the selection process for migrants
may create a pool of parents who are positively selected on margins relevant to
longevity, which could be transmitted across generations and lead to improved
longevity among their offspring. Effects of hydropower establishment could then
simply reflect a beneficial selection of individuals into areas, rather than improved
longevity resulting from structural transformation.

I address these threats to identification in several ways. As regards point I, I ar-
gue that characteristics of hydropower and non-hydropower municipalities in terms of,
e.g., pre-existing infrastructure and economic conditions, are to some degree correlated.
However, I show that there are no pre-trends in most of the economic and health out-
comes when estimating Equations 1 and 2. This strongly suggests that any changes
in outcomes observed after hydropower adoption are driven by the actual adoption of
hydropower rather than selection into treatment. I argue that, without hydropower,
potential areas would not have been chosen for infrastructure development and that hy-
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dropower plants were a necessary condition for the further development of infrastruc-
ture. Sejersted (2021) mentions that domestic know-how and financial constraints would
not have sufficed for the development of these plants and that strategic interest from
foreign investors was therefore necessary in relation to both financing and the adoption
of the new technology. These investors mainly decided the location of plants with re-
spect to the suitability for hydroelectric power production of an area rather than other
pre-determined characteristics. I will later show that pre-existing railway and shipping
infrastructure does not seem to have influenced economic development in these areas,
which is suggestive evidence supporting the idea that hydropower adoption was driving
structural change rather than pre-existing comparative advantages in infrastructure.19

The second point argues that other local policies might have coincided with the intro-
duction of hydropower and that subsequent effects on individuals and local economies
were the result of alternative policies rather than of the introduction of hydropower. This
potential threat to identification is very difficult to address. Given the strong and posi-
tive results as regards short/medium-term economic responses to hydropower establish-
ment, alternative policies would need to have been recorded or reported by economic
historians. These alternative policies would also need to coincide with hydropower es-
tablishment all across the country, which is unlikely and not supported by the evidence
found by using the instrumental variable approach.

Point III raises the potential issue of selection into treatment. In order to interpret any
effect of hydropower establishment on the age at death of individuals in a causal fashion,
it is necessary to ask whether hydropower establishment and structural change caused
gains in longevity or whether this was driven by a different selection of individuals into
the treatment areas. It could be argued that, given that hydropower leads to attraction
of migrants, part of the hydropower effect on longevity works through selection. I think
this is a partly valid interpretation. However, what we are ultimately interested in is
whether the structural change in local areas causes longevity effects. In order to answer
this question, I apply several sample restrictions and show that the results are in general
robust to excluding individuals from families who selectively immigrated to hydropower
areas. I will discuss these robustness checks after presenting the main results in Section
4.

19In Appendix Table A4, I provide information on differences between hydropower and non-
hydropower municipalities in terms of certain pre-determined characteristics.
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3.2 Two-Way Fixed Effects

There are two main disadvantages of the event-study approach presented in Equation
1 and 2, which mainly concern the requirement of sufficiently long panel data. First,
not all outcome variables are applicable over the whole period between 1890 and 1920,
but are only available for a few years, when Norway conducted full population cen-
suses. The second potential downside of the event-study approach concerns the ability
to perform heterogeneity analyses for the long-term analysis, due to the fact that some
groups used for the estimation of treatment effects become relatively small when ap-
plying the dynamic difference-in-difference framework. Due to these data limitations, I
provide evidence of the implications of hydropower establishment for some outcomes
and heterogeneity tests in a simple two-way fixed effects framework.

Ymt = α + β1 × HPPmt + µm + τt + εmt (3)

Equation 3 implements this two-way fixed effects strategy for local areas, where Ymt is
again the outcome of interest in area m and year t, HPPmt is an indicator variable equal
to one if in area m in year t there was an operating hydropower plant present, and zero
otherwise. The fixed effect for an area µm and time τt again capture unobservables that
are time-invariant or invariant across different areas but do not account for changes in
unobservables across both time and areas simultaneously.

Since I am not able to provide a heterogeneity analysis using Equation 2 due to a
small sample size at some event times, I will supplement my main results on longevity
using the individual-level pendant of Equation 3.

Yimt = α + β1 × HPPimt + µm + τt + εimt (4)

Here, Yimt is the outcome of individual i born in municipality m in birth year t. Birth
municipality fixed effects are represented by µm and capture time-invariant differences
across birth municipalities, while τt captures variation across time that does not change
within the birth municipality. HPPmt is a dummy equal to one if individual i was born
in a municipality with an operating hydropower plant in the same year. β1 will then
again capture the average difference in outcomes for individuals who were born into
hydropower municipalities, compared to those who were not. A major concern with
this specification is that the two-way fixed effects estimator assumes no heterogeneity in
treatment across time and units. In cases where this identification strategy is used, I will
provide additional information about the weights and size of the different two-by-two
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estimates, as suggested by Goodman-Bacon (2021). This is mainly necessary in order to
avoid negative weighting issues and to understand the coefficient weights resulting from
’forbidden comparisons’ where earlier-treated units are compared to later-treated units
and vice versa (Roth et al., 2022).

Alternatively, I will also present estimates from an instrumental variable strategy
following Borge, Parmer and Torvik (2015), where I instrument HPPmt from Equation 3
using a topographic variable that captures the length of rivers within an area that falls
into terrain with a gradient larger or equal to four degrees. The main idea behind this
instrument is that hydropower adoption happened in areas that were most suitable and
efficient for the production of electricity. Since water and potential energy from elevation
differences in the terrain are the main ingredients of the production of hydroelectric
power, they should strongly determine the adoption of hydropower plants in a local
area.

HydroPotentialm = zm =
∑w=750

w=10 rivermw ∗ w
aream

Hydropower potential zm is defined as the product of river length within a munici-
pality that falls into areas with a slope larger or equal to four degrees within the water
flow category w times the water flow strength.20 In addition, I scale this product to
the total area of the municipality, so that large municipalities do not disproportionately
benefit simply due to their larger land area. In the instrumental variable regressions,
I interact the instrument with a year dummy, so that the influence of hydropower po-
tential is allowed to differ annually. This step is necessary due to the time-invariant
nature of the topographic variables entered into the instrument. I will mainly use the
instrument later on to conduct a robustness check of the simple two-way fixed effects
estimates provided by estimating Equation 3. For most of the analysis where I am able
to provide event-study estimates using Equation 1 or 2, I will not present results using
the instrumental variable approach.

4 Results

In this section, I will present the main results, showing that in the long-term men born
into hydropower areas outlive comparable men by ten months on average. I will discuss
the short and medium-term changes in the local economy, which are related to the

20Water flow strength is constructed from data obtained from the HydroRivers database and includes
the following categories: 1-10, 10-50, 50-100, 100-150, 150-200, 200-250, 250-300, 300-400, 400-600, and
600-750 m3/s.
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improvements in longevity I am observing. This includes the changes in local industry
composition, income and inequality, as well as the selection and movement of migrants
towards hydropower municipalities. I will then discuss potential negative externalities
in terms of public health of hydropower adoption in the short as well as the medium
term, and argue that, despite the worsening of the public health environment, improved
economic prospects have a stronger impact on longevity.

4.1 Long-term Implications of Hydropower Adoption

Figure 3 presents the main result of this paper obtained from estimating Equation 2
using age at death as the outcome variable. Each point represents the respective esti-
mate of the impact of a hydropower establishment relative to the birth year on the age
at death of men. The estimate at event-time five can be interpreted as the relative in-
crease in the age at death of individuals born five years after a hydropower plant was
established in their birth municipality relative to individuals who were born into non-
hydropower municipalities. The first main finding from the event-study results suggests
that hydropower establishment mainly impacts individuals’ age at death if it has been
established at least five years prior to birth. For individuals born between five and six
years after hydropower establishment, the hydropower-induced structural change has
progressed sufficiently to impact longevity by approximately ten months. Estimates
from event time ten onwards suggest an even larger impact on longevity of up to 20
additional life months relative to control individuals.

The second important feature suggested by Figure 3 is that hydropower plants that
opened five years before and four years after birth do not seem to significantly increase
the age at death. One interpretation consistent with this finding is that, to significantly
benefit from hydropower-associated changes in local areas, a certain maturation or de-
velopment process needs to have set in. This would mean that only after a hydropower
plant opened would necessary changes to local economies occur that significantly ben-
efit the longevity of individuals. Given that hydroelectric power production does not
create relevant pollution or other direct negative health externalities, the main impact
on individuals must take place through changes to the amenities/environment in the
local area. It also suggests that the benefits from structural change are reaped to a larger
extent early in life. This can be inferred from the fact that those born before or soon after
hydropower adoption do not experience longevity gains, despite their exposure later in
life. This is similar to findings from Chetty, Hendren and Katz (2016), who find that
longer exposure of children to higher income neighbourhoods has larger effects on adult
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economic outcomes. Even though the confidence intervals become larger from event
time eight onwards, this effect appears to be persistent and does not disappear, which
also suggests that the benefits of hydropower adoption are permanent and potentially
benefit individuals born after 1910 in a similar way.

Figure 3: Impact of Hydropower Openings on Age of Death of Men.
Note: The figure shows event-study estimates of the effect of hydropower establishment on the age at death for men born between
1890 and 1910. The data used for the estimation come from the linked historical death register and the full population census of 1910.
Event-study estimates are obtained using the methodology presented in Sun and Abraham (2020). Estimates can be interpreted as
changes relative to event time t = −1 indicated by the vertical dashed line. They were obtained by estimating Equation 2. Standard
errors used for the calculation of the 95-% confidence intervals are clustered at the municipality level.

One candidate mechanism in line with the findings relating to occupational upward
mobility resulting from hydropower could be that improvements in longevity mainly
operated through improved living conditions and higher incomes for individuals whose
parents gained economically as a result of hydropower. Upward mobility in this historic
context has been documented to be a result of hydropower establishment in Norway
(Leknes and Modalsli, 2020). This mechanism would also imply that hydropower adop-
tion increased inequality in longevity through the occupational choices of individuals
and their parents. In Table 1, I provide some evidence of this mechanism by estimating
Equation 3 on the linked historical death register.

Column (1) shows the two-way fixed effect estimate of hydropower adoption on
the age at death of men. In line with the results from Figure 3, individuals born af-
ter hydropower adoption live on average approximately ten months longer than non-
hydropower-born individuals. In columns (2) to (4), I then separate the estimation sam-
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ple. I do this by dividing individuals within the same birth year and born into the same
municipality into three quantiles depending on the HISCAM value of their household
heads’ occupation. In column (2), I exclude all individuals born into hydropower munic-
ipalities that do not fall into the lowest quantile. For column (3), I proceed identically but
exclude everybody born into a hydropower municipality who does not fall into the sec-
ond quantile, and in column (4) everybody who does not fall into the top quantile. This
ensures that the comparison group is the same for both columns, but the individuals in
the treated group are from different socioeconomic backgrounds.21

Table 1: Hydropower Impact on Age of Death by Socio-Economic Status.

All Low SES Medium SES High SES
(1) (2) (3) (4)

HPP 10.2∗∗∗ -2.05 13.7∗∗∗ 22.2∗∗∗

(2.85) (3.02) (1.99) (5.88)

R2 0.021 0.023 0.022 0.022
Observations 146,634 134,322 134,160 133,975
Mean D.V. 891.8 892.5 893.2 893.4

Birth Municipality FE ✓ ✓ ✓ ✓
Birth Year FE ✓ ✓ ✓ ✓

Note: Standard errors are clustered at the municipality level. Data comprise all men born between 1890 to
1910 linked to the historical death register. Estimates are obtained by estimating Equation 4. P-value thresholds
∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1.

Turning to the estimated coefficients, we see that the impact of hydropower estab-
lishment on the age at death of individuals of lower socioeconomic status is not dis-
tinguishable from zero. On the other hand, the estimates in columns (3) and (4) are
significant and larger than the overall estimate, suggesting that individuals from high-
SES backgrounds born into areas with an already operating hydropower plant live 14
and 22 months longer than comparable individuals born into non-hydropower areas.
This strongly suggests that the overall effect is driven by changes benefiting men born
to families where the household head is of higher socioeconomic status. Since overall
longevity is increasing and the impact of hydropower establishment on children from
low socioeconomic status backgrounds are indistinguishable from zero, it appears that

21The difference in the number of observations is the result of not everybody in a certain municipality
being treated, but the position in the SES distribution is determined by all individuals within a given
municipality.
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these hydropower establishments and the associated changes to local areas have been
Pareto optimal in terms of longevity.

To put the average effect of an increase in the age at death of ten months into perspec-
tive, we can compare this estimate to the effects of education on longevity. Lleras-Muney,
Price and Yue (2022) estimate that an additional year of schooling for cohorts born be-
tween 1906 and 1915 in the US is associated with an increase of approximately five
months in age at death. The magnitude of this result is similar to findings in Halpern-
Manners et al. (2020). This suggests that the longevity effect of structural change induced
by hydropower establishment is on average twice as large as the effect of an additional
year of education in the US context.

Since, as discussed in Section 3, selection into hydropower areas is a potential threat
to the causal interpretation of these estimates, I will provide some evidence that the se-
lection effect of hydropower areas does not drive the main results presented in Figure
3. There are two main reasons why selection could be problematic. First, it changes
the composition of individuals in treatment municipalities and could therefore affect
longevity. This could be the result of immigration by parents who are positively se-
lected in terms of longevity. Their offspring born into hydropower municipalities could
then simply have a longer lifespan due to the intergenerational transmission of longevity
from their parents. I test this hypothesis directly by limiting the sample to individuals
who have a family member who was born in the same municipality before hydropower
adoption started in Norway in 1890. This assures that I capture families that did not
move into hydropower areas due to the adoption of hydropower. The second problem
with selection could arise if people emigrate from hydropower municipalities after birth
and thereby are not truly exposed to the structural transformation process. This can be
tested by conditioning the sample on individuals who still lived in their birth municipal-
ity during the 1910 census. Results for both these sample selections show very similar
point estimates compared to the full sample, albeit with slightly larger confidence inter-
vals. The results for this exercise are presented in Appendix Figure B2 and suggest that
the main effect is not simply driven by migration but also by individuals from the local
stayer population.22

22An additional concern is that hydropower does not just affect the treatment group composition but
could also affect the composition of the control groups through selective emigration. For example, through
the emigration of parents who would have children with higher longevity. This would be a SUTVA viola-
tion since treatment has spillovers to non-treated individuals. I used a sample of individuals who were not
born into hydropower municipalities to test whether increasing distance to a hydropower establishment
has a differential effect on longevity in those areas. The idea would be that greater proximity should lead
to more emigration and a more negatively selected local population if spillovers are relevant. I could not
find any statistically meaningful indications that this is the case. Moreover, I also split samples into high
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Another concern about the interpretation of these results is the potential for selec-
tion bias resulting from the fact that the death data only include individuals who died
between 1928 and 1945, and 1951 and 2014. If hydropower establishment is somehow
correlated with population developments prior to 1928, the sample of individuals dying
after 1928 might be different in hydropower and non-hydropower municipalities. Three
main developments are relevant to consider: i) emigration responses are different for
hydropower and non-hydropower municipalities, ii) population changes (e.g. mortality
and fertility rates) are different in hydropower and non-hydropower areas, and iii) the
linking algorithm matches individuals from hydropower and non-hydropower munici-
palities with differing success. Table A6 provides evidence of the emigration responses
to hydropower establishment using data obtained from the municipality database. The
two columns estimate the effect of hydropower establishment on emigration in the years
following a hydropower establishment, once using the simple two-way fixed effect setup
from Equation 3 in column (1) and using the instrumental variable approach in column
(2). Emigration in this context is defined as emigration outside of Europe, which at
this point was mainly the United States.23 Hydropower establishments did not signifi-
cantly influence emigration responses towards the United States according to Table A6,
since both coefficients are statistically indistinguishable from zero. This means that areas
with and without hydropower adoption did not have significantly different numbers of
emigrants leaving for the US.

The concern about potentially different population changes is relevant, but using ag-
gregate data for deaths and births from the municipality database, I cannot confirm that
mortality and fertility rates significantly differ in response to hydropower establishment.
I will discuss these findings in more detail later on when discussing public health devel-
opment in the health districts. Finally, a big concern is that the linking of men between
census and death data is correlated with treatment. Since this could potentially influence
the composition of the comparison groups, I have provided evidence of the impact of
hydropower establishment at birth on the probability of being linked to the historical
death register. In Table A7, I test whether hydropower establishment impacts the proba-
bility of being matched to the death data. Columns (1) to (3) present simple regressions
of an indicator variable on the probability of being matched to the historic death data,
with different sets of fixed effects. Overall, there is a correlation between hydropower

and low-emigration municipalities and tested whether the hydropower establishment in the geograph-
ically closest municipality affected longevity. I cannot find evidence for a longevity effect in this case
either.

23Semmingsen (1960) documents that the mass migration starting in 1865 and lasting until 1915 resulted
in approximately 600,000 Norwegians leaving Norway, mainly to start new lives in the United States.
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establishment and the probability of a successful match. This effect entirely disappears,
however, once I control for birth year and birth municipality fixed effects, suggesting
that Equation 3 should not suffer from bias due to differential matching of individuals
in hydropower and non-hydropower areas.

4.2 Structural Transformation and Industrialisation

So far, I have described results suggesting that hydropower establishment prior to birth
within the birth municipality positively impacted the longevity of individuals and that
this effect appears to be largely driven by individuals from families of higher socioeco-
nomic status. In this section, I will provide evidence of the short- and medium-term
changes to the local economy that explain part of this longevity effect. Table 2 starts
by presenting the first set of main results for industrialisation, employment composition
and population changes. In Panel A, I provide results from estimating Equation 3 on
various outcomes. Columns (1) to (4) show the effect of hydropower establishment on
the employment share of manufacturing, agriculture, service and shipping, respectively.
In column (5), the impact on the total labour force is estimated, while column (6) uses
the labour force to population ratio as the outcome variable.

Like Leknes and Modalsli (2020), I find that the labour force in general and the share
of the labour force working in manufacturing increase significantly in response to hy-
dropower establishment. This is the main evidence of structural change in hydropower
areas. Employment increases by 13.2 per cent while the manufacturing share rises by ap-
proximately 25 per cent in response to hydropower establishment. For a municipality of
average size with approximately 3,740 inhabitants in 1900, this would roughly translate
into 150 additional manufacturing jobs.24 The share of the labour force working in agri-
culture declines in response to hydropower establishment by approximately ten per cent
(relative to the mean). The service and shipping shares remain constant. Importantly,
even though the agricultural share declines in response to hydropower, overall employ-
ment in agriculture remains constant. This suggests that manufacturing did not crowd
out jobs in agriculture, but instead created new jobs in addition to those that already
existed in the municipality. Employment in services increases, while the employment
share in column (4) remains stable. This indicates that there is some complementarity
between manufacturing and service employment in this setting. Moreover, a constant
service share also confirms that the provision of services for the local population does

24To provide a contemporary comparison, this roughly corresponds to the opening of Tesla’s large new
factory in Brandenburg (Germany), creating an estimated 10,000 jobs for a larger area of approximately
200,000 inhabitants.
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not decline in response to hydropower establishment. Moreover, the labour force to pop-
ulation ratios in column (6) remain fairly constant over time. Hence, it is likely that the
overall increase in employment is driven by external increases in population size, such
as immigration, rather than through individuals already residing in local areas joining
the labour force (e.g. women, children).25 The results presented in Panel A are in gen-
eral compatible with results obtained from instrumental variable regressions presented
in Panel B, where the hydropower indicator variable is instrumented by the interaction
of hydropower potential and year dummies. 26

Table 2: Employment and Population Responses to Hydropower Openings.

Employment Share

Manu. Agri. Serv. Ship. Ln(LF) LF/Pop
(1) (2) (3) (4) (5) (6)

Panel A: FE
HPP 0.054∗∗∗ -0.062∗∗∗ 0.006 0.002 0.132∗∗∗ -0.454

(0.009) (0.010) (0.004) (0.002) (0.025) (0.339)

R2 0.912 0.956 0.923 0.871 0.967 0.500
Observations 2,376 2,376 2,376 2,376 2,376 2,376
Mean D.V. 0.225 0.665 0.078 0.031 6.75 32.8

Panel B: IV
HPP 0.079∗ -0.048 -0.030 0.000 0.690∗∗ -1.27

(0.045) (0.060) (0.047) (0.020) (0.315) (2.38)

R2 0.912 0.956 0.917 0.871 0.947 0.499
Observations 2,376 2,376 2,376 2,376 2,376 2,376
Mean D.V. 0.225 0.665 0.078 0.031 6.75 32.8
F-test (1st stage) 46.4 46.4 46.4 46.4 46.4 46.4

Municipality FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓

Note: Standard errors are clustered at the municipality level. Estimated using aggregated census data for the years
1891, 1900, 1910 and 1920 following Leknes and Modalsli (2020). Estimates were obtained by estimating Equation 3.
Intrumental variable is hydropower potential interacted with year dummies. P-value thresholds ∗ ∗ ∗ = p < 0.01,
∗∗ = p < 0.05 and ∗ = p < 0.1

25I tested this hypothesis, and between 1900 and 1910 there is no notable change in female employment
in hydropower municipalities.

26In Appendix Figure B3, I provide estimates from Bacon decompositions following Goodman-Bacon
(2021), which show that the effects presented in Table 2 are mainly driven by comparisons between un-
treated and treated municipalities. In addition, the decomposition shows that no negative weighting
occurs.
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Since the labour force-to-population ratio remains constant after hydropower adop-
tion, I assume that the main reason for the increase in the labour force is perma-
nent family reallocation rather than simple worker migration. Electrification has been
shown to impact female participation in the labour market in, e.g., the United States,
mainly through a reduction in time spent on household work and increased demand
for skilled labour in manufacturing Vidart et al. (2021). However, since electricity was
at this time mainly used as an energy source for manufacturing and time savings due
to electric household appliances were not relevant, reductions in household work have
likely not contributed to increased female labour market participation. Moreover, using
municipality-level aggregates from the full population census data, I can construct fe-
male and male employment shares, which allows me to test the hypothesis concerning
whether hydropower adoption between 1900 and 1910 impacted female and male em-
ployment shares. According to these data, there is no difference in female employment
changes between hydropower and non-hydropower areas.27 Returning to population
changes and immigration into hydropower municipalities, in Figure B4, I confirm the
hypothesis that the share of individuals who resided in a different municipality in 1900
than in 1910 is significantly higher in hydropower than in non-hydropower areas and that
the probability of meeting an internal migrant is at least six percentage points higher in
municipalities that have adopted hydropower by 1910.28

In addition to changing industry composition, employment and population, hy-
dropower also had important implications for public finances and economic prospects
in municipalities. Through historical records, information is available about income,
wealth and the number of taxpayers. Taxpayers in this setting include both individuals
and impersonal entities and do not include individuals under a certain income threshold
(Berger and Vagle, 2017).29 In Figure 4, I present estimates of Equation 1 for three dif-
ferent outcomes. Panel 4c confirms that the overall number of taxpayers in hydropower
municipalities rises significantly in the years after hydropower adoption. Compared to
non-hydropower municipalities, hydropower municipalities grow by approximately ten
percentage points. Since taxpayers include both individuals and impersonal entities, this
could be due to both an increase in the number of firms and a population increase.

27Individuals are defined as employed if they have a recorded occupation in the census. According to
source variable documentation, occupations should have been recorded for women if they were working
in any industry.

28In Figure B5, I provide some descriptive statistics on mover selection, where I show that individuals
are generally positively selected in terms of an occupation-based socioeconomic status measure and are
generally younger and more likely to be single.

29Gerdrup (1998) argues that, on average, about 50 to 60 per cent of the total income within a munici-
pality was taxable and would therefore be included in these data.
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(a) Income per Taxpayer (b) Wealth per Taxpayer

(c) No. of Taxpayers

Figure 4: Income, Wealth and Taxpayer Change in Response to Hydropower Establish-
ment
Note: The figure shows event-study estimates of the impact of hydropower establishment on income per taxpayer, wealth per taxpayer
and the total number of taxpayers in Panels a, b and c, respectively. Event-study estimates follow methodology proposed in Sun
and Abraham (2020). All outcomes are in logarithmic form to allow for comparable interpretations relative to the reference period
t = −1. Estimates are obtained by estimating Equation 1. Standard errors are clustered at the municipality level. Shapes and
transparency indicate significance at the 5 % level and error bars represent 95 % confidence intervals.

Panel 4a provides evidence of the growth of income per taxpayer in the years after
hydropower establishment. On average, the structural change in hydropower munici-
palities significantly increases income per taxpayer, but only within approximately five
years of hydropower adoption. This rise in income relative to non-hydropower adopters
also continues in the years thereafter, suggesting a significant long-term impact on in-
come per taxpayer in treated municipalities. Panel 4b presents a similar set of results
for wealth per taxpayer, which slightly increases in the first few years after hydropower
adoption and stagnates thereafter. It is not possible to distinguish between the wealth
accumulation of private individuals and firms in this case either. However, the rapid
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increase in wealth suggests that asset acquisition by firms connected to the construction
of manufacturing and infrastructure might be driving these results.30

As a result of improving economic conditions and increased labour demand from
newly constructed manufacturing sites, hydropower municipalities see a larger influx of
immigrants compared to areas without hydropower adoption. Figure B4 presents point
estimates, which can be interpreted as mover shares, by the hydropower status of the
municipality. It shows that the share of individuals who have moved from a municipal-
ity into a municipality that has acquired a hydropower plant by 1910 is approximately
22 per cent, while the mover share is three percentage points lower in areas without hy-
dropower by 1910. Importantly, these differences are statistically different from zero and
confirm that hydropower municipalities disproportionately attracted migrants. Overall,
the migrants I can identify using the linked censuses move from the broader general
region (fylke) rather than from areas far away. Nevertheless, compared to movers who
do not move to hydropower municipalities, they are more likely to move from different
regions to a hydropower municipality, as can be seen in Figure B6. This increased immi-
gration towards hydropower areas also attracts positively selected individuals in terms
of occupation-based socioeconomic status.

Figure 5: Change in Socioeconomic Inequality by Hydropower Status.
Note: The figure shows the change in HISCAM value-based Gini coefficients from 1900 and 1910 in municipalities by hydropower
status. The data are from full population census data in 1900 and 1910 and include all men aged 15 and older. The 95% confidence
intervals are calculated using heteroskedasticity-robust standard errors. Stars indicate the result of the hypothesis test of difference
to No HP by 1920 group. P-value thresholds ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1.

30Results in Figure 4 are corroborated by Table A10 providing estimates of Equation 3 for the income,
wealth and taxpayer variables.
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One final feature that can be derived from a combination of the full (non-ABE matched)
censuses of 1900 and 1910 are changes in inequality derived from occupation-based
(HISCAM) measures of socioeconomic status. I first combine the full population cen-
suses and subset the data to only include men aged 15 and older. I then construct Gini
coefficients for both years in each municipality, and calculate the percentage change in
Gini coefficients across the two census years for each municipality. In the final step, I
regress hydropower status on the percentage change in Gini coefficients. The results
of this exercise are presented in Figure 5. They suggest that, even based on this rudi-
mentary inequality measure, inequality in hydropower areas rises at almost twice the
rate it does in non-hydropower areas. Given that this measure only captures inequality
due to differences between occupations of individuals it could also be interpreted as a
job diversification measure. Given that, in addition to between-occupation differences
in earnings one would expect further inequality to result from within-occupation differ-
ences in earnings, the occupation-based measure of inequality I present in this paper can
be seen as a lower bound for actual changes in inequality.

In summary, the availability of hydroelectric power has been crucial to the economic
development of local areas and started a process of structural change on multiple di-
mensions. A variety of economic indicators suggest that hydropower municipalities
significantly improve the economic prospects of individuals. Moreover, this increase in
economic activity increases the influx of positively selected migrants, which leads to pop-
ulation increases in local areas. Simultaneously, the diversification of the local economy
appears to have an increasing effect on socioeconomic inequality. Overall, these eco-
nomic developments seem to be in line with higher levels of longevity, simply through
classical income effects. There are various channels through which one might envisage
these economic improvements in local areas impacting longevity. Improved nutrition,
education, but also overall improvements in life-cycle economic opportunities, have all
been shown to have a positive effect on mortality and later-life outcomes. Given the
event-study results on longevity from Figure 3, a mechanism operating partly through
parental and local area resources seems plausible. Due to the limited availability of data,
however, I am not able to test these hypotheses directly. In the next section, I will supple-
ment the mostly positive economic developments with the development of public health
in the health districts.
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4.3 Public Health and Infectious Diseases

The previous section established that hydropower improved the economic situation in
local areas in terms of incomes, resources and employment opportunities, while simul-
taneously leading to relatively rapid population growth. This population growth can be
interpreted as an externality for the local area. There are several downsides of rapidly
growing populations in this historical context, (e.g. housing affordability, food scarcity),
I will focus, however, on the transmission of infectious diseases in these areas. Crowded
living conditions, sewage and waste have previously been connected to the increased
spread of infectious diseases, particularly in urban areas (Alsan and Goldin, 2019; Beach
et al., 2016). In contrast, hydropower areas in Norway were predominantly rural and
issues concerning the lack of hygienic infrastructure predominantly arose as a result
of rapid population growth.31 In Figure 6, I present event-study estimates of Equation
1 for the public health outcomes of Norwegian health districts, taken from historical
documents.

In Panel 6a, I present results concerning the impact of hydropower establishment on
the number of cases of four common infectious diseases.32 Hydropower establishment,
with a slight lag of up to four years, led to increased spread of disease. Hydropower
plants by themselves do not have a direct influence on water contamination or the spread
of disease more generally. However, as described in previous sections, hydropower es-
tablishment led to rapidly changing environments in local areas, which directly affected
the transmission of infectious diseases. The two main arguments for the increased spread
of infectious diseases in more populous areas are usually twofold. The first argument,
which is relatively well documented and researched, concerns increased exposure to
pathogens due to contaminated drinking water and poor waste and sewage disposal
(Cutler and Miller, 2005; Ferrie and Troesken, 2008). There is qualitative evidence of
this channel, from written reports of health district doctors at the time, in particular
from hydropower areas.33 This increased risk of infection due to larger exposure to con-
taminated water and faeces is also supported by the increase in cases of diarrhoea as

31In his 1910 report about living conditions in Ullensvang health district (Western Norway), which had
just acquired a hydropower plant, health district physician Garmann-Andreesen writes the following: ’. . .
the population is growing and conditions are developing so fast that it has not been possible to keep up
with infrastructure in terms of hygiene. Sewage and waste disposal are waiting for a sensible solution.’

32The four diseases included in the analysis are diarrhoea (including cholera), pneumonia, diphtheria
and typhoid fever. They were among the most common infectious diseases, and effective treatment and
prevention were not available at the time. In Table A8, I provide a brief overview of some key characteris-
tics of these infectious diseases.

33In his annual report in 1910, the health district doctor in Ullensvang writes the following: ’The
population is growing and conditions are developing so fast that it has not been possible to keep up with
infrastructure in terms of hygiene. Sewage and waste disposal are waiting for a sensible solution.’
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presented in Figure B7a, but it cannot be confirmed from the number of typhoid fever
cases, which do not see a significant increase in response to hydropower establishment.
The second main argument usually made about densely populated areas and their con-
nection to declining public health are crowding and poor housing conditions and their
potential link to the increased spread of airborne diseases. This hypothesis is extremely
hard to test, but the increased number of cases in Figure 6a is also largely driven by the
increased spread of pneumonia and diphtheria cases, which are diseases mostly trans-
mitted via aerosols and respiratory droplets. This could have been facilitated by more
crowded housing conditions and a generally larger degree of indoor activities as a result
of factory work compared to outdoor work in agriculture.

(a) Cases of Common Infectious Diseases (b) Health Professionals

Figure 6: Public Health Development in Response to Hydropower Establishment.

Note: The figure shows event-study estimates of the impact of hydropower establishment on the total number of cases of four
common infectious diseases (diphtheria, typhoid fever, pneumonia and diarrhoea/cholera) and the number of health professionals
(doctors, midwives, vaccinators, pharmacists and dentists) per 100,000 inhabitants in all health districts. Event-study estimates follow
the methodology proposed in Sun and Abraham (2020). All outcomes are in logarithmic form to allow for comparable interpretations
relative to the reference period t = −1. Estimates were obtained by estimating Equation 1. Standard errors are clustered at the
municipality level. Shapes and transparency indicate significance at 5% level and error bars represent 95% confidence intervals.

Panel b of Figure 6 shows the impact of hydropower establishment on the number
of health professionals per 100,000 inhabitants in a health district. Health professionals
are doctors, midwives, dentists, pharmacists and vaccinators, and can, taken together,
be seen as health care supply during this historical period.34 The results suggest that hy-
dropower health districts do not necessarily benefit in terms of better health care supply
compared to areas without such hydropower establishment since there is no consistent
significant impact of establishment on the number of health personnel per population.
Reports from this period more generally suggest that the medical profession was not al-

34Especially dentists and pharmacies were extremely unevenly distributed and quite rare in more re-
mote areas. Over 50 per cent of health districts in 1910 did not have any dentists or pharmacists.
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ways perceived by the local population as beneficial to society, but rather as a burden. It
was only after treatment and medical practice improved that local communities changed
their views of doctors in particular, which also led to more doctors relocating to rural
areas of the country (Sandvik, 2000). Concerning the opening of hydropower areas, it
is important to note that the healthcare supply in these areas did not disproportion-
ately increase during the period of rapid structural change. If any change in health care
provision per capita happened at all, it probably slightly declined according to Figure
6b. This general pattern is also corroborated by estimates of Equation 3 in Appendix
Table A11 which indicates an average increase in common infectious disease cases of
approximately ten percent as a response to hydropwer establishment, while finding no
statistically significant effect on health care supply and deaths.

Even though hydropower municipalities appear to suffer from higher levels of mor-
bidity due to infectious disease, this does not seem to translate into higher levels of
infectious disease mortality, as can be seen in Panel a of Figure 7. Infectious disease
deaths per 100,000 inhabitants do not seem to change significantly in response to hy-
dropower establishment. A similar pattern is observable when looking at the change
in infant mortality, which does not significantly increase in the ten years following a
hydropower establishment. This development is important because it slightly alleviates
selection concerns regarding longevity results. If mortality had increased immediately
after hydropower establishment, survivors might be positively selected and longevity
would therefore be mainly driven by differential survival up until the time data are
available to measure the age of death. Since this does not seem to be the case, this
potential selection channel is of minor concern.
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(a) Common Infectious Disease Mortality (b) Infant Mortality

Figure 7: Hydropower Establishment, Infectious Disease and Infant Mortality.
Note: The figure shows event-study estimates of the impact of hydropower establishment on deaths from common infectious diseases
(diarrhoea, diphtheria, pneumonia, typhoid fever) per 100,000 on the left and infant mortality per 1,000 live births in the right panel.
Event-study estimates follow methodology proposed in Sun and Abraham (2020). All outcomes are in logarithmic form to allow for
comparable interpretations. Standard errors are clustered at the municipality level. Shapes and transparency indicate significance at
the 5% level and error bars represent 95% confidence intervals.

There are several reasons why mortality, both from infectious disease and infant mor-
tality, does not significantly respond to hydropower-induced structural transformation,
despite the increasing transmission of infectious disease. The first reason is that the age
structure in municipalities changes, such that the share of vulnerable individuals in pro-
portion to the total population is smaller. Using the combined censuses from 1900 and
1910, I find evidence of this development. In addition, income and resources provided
through higher paying jobs in manufacturing potentially increase the nutritional stan-
dards of individuals, which in previous research has been linked to higher resilience to
infectious diseases (Schneider, 2022).

Taken together, public health development in the health districts does not explain
the longevity results. If longevity was driven by public health developments, we would
expect morbidity to decrease. I find that hydropower-induced structural change has
the opposite effect. Morbidity, as measured by infectious disease cases, increased in
response to hydropower establishment. Infectious diseases could increase mortality in
later life and would therefore attenuate the longevity effect in Figure 3, thereby sug-
gesting that the economic benefits resulting from the structural change outweigh the
negative developments. It could also be possible that the economic benefits and the neg-
ative externalities of structural change impact individuals from different backgrounds.
Given the zero effects on longevity for individuals from a low SES background, it is
possible that these groups suffer most from infectious disease morbidity. In summary,
however, the public health developments do not suggest that longevity was driven by
improved health and access to higher-quality care.
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5 Conclusion

In this paper, I document that rapid structural change in rural Norwegian municipalities
around the beginning of the 20th century increased the age at death of individuals ex-
periencing childhood in such areas by ten months on average This impact on longevity
is mainly driven by increases in the longevity of individuals from higher socioeconomic
backgrounds as measured by the occupation of the household head. Moreover, this
longevity effect only appears to be present if structural change has progressed signif-
icantly by the time of birth of individuals. This would be consistent with households
gaining access to better-paying manufacturing jobs and therefore increasing investments
in children, through education, nutrition and labour market choices. I then provide
more detailed information about how local areas change in response to the adoption
of hydropower. In line with previous findings by Leknes and Modalsli (2020), I find
that hydropower adoption leads to significant increases in manufacturing employment,
commonly interpreted as structural change. I also show that income per capita increases
in response to this hydropower adoption, while inequality in socioeconomic status ap-
pears to be increasing, thereby providing a potential channel through which inequality
in longevity might be affected. In the last step, I show that increases in longevity occur in
areas despite the increased transmission of infectious diseases. Evidence of the spread
of infectious disease in areas under rapid structural transformation increases, thereby
suggesting that income gains heavily outweigh negative public health externalities.
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Appendix

A Tables

Table A1: Summary Statistics - Linked Census and Historical Death Regis-
ter

Statistic N Mean St. Dev. Min Max

Age at Death (months) 146,634 891.80 172.10 211.90 1,303.00
Birth Year 146,634 1,901.00 5.93 1,890 1,910
Death Year 146,634 1,974.00 14.91 1,928 2,014
HISCAM Value 131,480 54.97 9.44 37.34 99.00
SES Group 131,480 1.94 0.81 1 3
Birth Municipality 146,634 957.00 594.70 101 2,030

Note: The Table includes individuals linked from the 1910 census to the historical death register. It comprises
men born between 1890 and 1910.
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Table A2: Summary Statistics - Municipality Level Data

Statistic N Mean St. Dev. Min Max

Panel A:
Share Agriculture 2,376 0.67 0.25 0.00 0.98
Share Manufacturing 2,376 0.23 0.15 0.01 0.74
Share Service 2,376 0.08 0.09 0.00 0.55
Share Shipping 2,376 0.03 0.06 0.00 0.50
Labour Force 2,376 1,271.00 3,525.00 31 105,964

Panel B:
Municipality 18,414 1,158.00 544.80 101 2,030
Year 18,414 1,905.00 8.94 1,890 1,920
Hydro Power Status 18,414 0.08 0.27 0 1
City Status 18,414 0.12 0.32 0 1
Hydro Power Potential 18,414 1.78 5.80 0.00 92.92
Area km² 18,414 540.50 839.30 0.41 9,732.00
Population 18,414 3,863.00 10,055.00 162 259,364
Nr. Taxpayers 15,582 1,314.00 6,620.00 1 673,256
Income in 1,000 NOK 15,582 1,838.00 16,316.00 0 946,700
Wealth in 1,000 NOK 15,582 7,089.00 45,994.00 0 2,497,057
Nr. RWS 18,414 0.40 1.21 0 8
Nr. SSS 18,414 3.83 4.90 0 27

Note: The Table includes summary statistics for municipality level outcome variables obtained from the Munic-
ipality Database, Norwegian Ecological Data and transcribed from historical documents provided by SSB. For
more detail on the data sources consult the data appendix. Panel A includes variables on sectoral employment
for the years 1891, 1900, 1910 and 1920. Panel B includes data on other variables for the period 1890 to 1920, with
the exception for income, wealth and taxpayers which are availbel from 1894 only.
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Table A3: Summary Statistics - Health District Data

Statistic N Mean St. Dev. Min Max

Health District Nr. 3,771 343.00 529.70 11 1,817
Year 3,771 1,902.00 11.43 1,880 1,920
Time to Treatment 3,771 0.49 2.52 −5 10
Opening Year HPP 1,088 1,906.00 8.03 1,890 1,920
Health Personal per 100,000 3,689 137.10 84.23 0.00 1,045.00
Nr. Doctors 3,771 5.16 18.88 0 289
Nr. Midwives 3,771 6.40 9.35 0 130
Nr. Vaccinators 3,771 3.93 3.04 0 59
Nr Pharmacists 3,771 0.71 1.85 0 25
Nr. Dentists 3,771 1.31 7.99 0 151
Cases per 100,000 3,689 1,450.00 1,246.00 0.00 19,896.00
Diarrhoea Cases 3,710 124.90 234.90 0 3,135
Diphtheria Cases 3,710 25.24 57.99 0 1,310
Pneumonia Cases 3,710 59.09 86.78 0 1,849
Typhoid Fever Cases 3,710 6.31 14.48 0 348
Deaths per 100,000 3,689 126.70 123.80 0.00 2,035.00
Diarrhoea Deaths 3,710 3.14 6.89 0 116
Diphtheria Deaths 3,710 3.41 8.35 0 211
Pneumonia Deaths 3,710 8.85 12.63 0 272
Typhoid Fever Deaths 3,710 0.72 1.95 0 60
Live Births 3,771 393.60 537.70 36 8,286
Infant Mortality per 1,000 LB 3,771 78.59 39.65 0.00 549.20

Note: The Table provides summary statistics for health district data collected from SSB’s historical health statistic
documents. The data were transcribed and harmonized to the 1890 health district level. More detail regarding data
sources can be found in the data appendix.
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Table A4: Balancing Table Hydropower versus Non-Hydropower Municipalities.

No HP by 1920 HP by 1920

Mean Std. Dev. Mean Std. Dev. Diff. in Means P-Value

Hydro Potential 1.27 2.65 3.82 11.66 2.54 0.02
Steamship Stops 1880 3.94 4.93 3.39 4.79 -0.55 0.27
Railway Stops 1880 0.34 1.10 0.65 1.58 0.31 0.04
Mean Altitude 331.34 302.02 376.32 277.27 44.98 0.12
Area (km²) 517.38 860.09 632.62 750.91 115.24 0.15
Rugedness 43.43 25.68 46.27 24.59 2.84 0.27
Distance to Coast (km) 20.50 33.07 24.80 37.65 4.30 0.26
City Status 0.12 0.32 0.12 0.32 0.00 0.96
Population Density 181.62 882.59 299.55 2621.80 117.93 0.63
Infant Deaths/LB 173.88 284.70 121.89 185.24 -51.99 0.02
Population 3016.70 3338.62 5053.50 13466.74 2036.80 0.10
Health Personal/Pop. 107.61 111.01 99.00 51.28 -8.61 0.22
Cases/Pop. 1788.70 1134.36 1914.79 1263.74 126.09 0.32
Deaths/Pop. 212.52 161.04 203.34 145.26 -9.18 0.55
Stillbirths/LB 27.15 10.98 27.82 12.23 0.67 0.59
Note: The table provides information on differences in 1890 characteristics between municipalities, which received hydropower

by 1920 compared to those who did not. Health Personal, Cases and Deaths are rported per 100,000 inhabitants. Infant Deaths
and Stillbirths are reported per 1,000 live births.
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Table A5: Hydropower Openings and Infrastructure Dependence.

Employment Share

Manu. Agri Serv Ship. Ln(LF) LF/Pop
(1) (2) (3) (4) (5) (6)

HPP 0.052∗∗∗ -0.055∗∗∗ 0.002 0.001 0.101∗∗∗ -0.733
(0.012) (0.013) (0.005) (0.003) (0.032) (0.458)

HPP × RWS -0.010∗∗ 0.010∗∗ 0.0003 -0.0003 0.016 -0.045
(0.004) (0.005) (0.003) (0.0009) (0.012) (0.134)

HPP × SSS 0.002 -0.004∗ 0.001∗∗ 0.0002 0.006∗ 0.089
(0.002) (0.002) (0.0006) (0.0004) (0.003) (0.057)

R2 0.913 0.956 0.923 0.871 0.967 0.501
Observations 2,376 2,376 2,376 2,376 2,376 2,376
Mean D.V. 0.225 0.665 0.078 0.031 6.75 32.8

Municipality FE ✓ ✓ ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓ ✓ ✓ ✓
Note: Standard errors are clustered at the municipality level. Estimated using aggregated census data

for the years 1891, 1900, 1910 and 1920 following Leknes and Modalsli (2020). Railway stations and
steamship stops taken from Norwegian Ecological Data covering the year 1880. P-value thresholds
∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1

Table A6: Emigration Response to Hy-
dropower Openings.

FE IV+FE
(1) (2)

HPP -0.256 0.712
(0.486) (0.870)

R2 0.303 0.300
Observations 3,564 3,564
Mean D.V. 0.833 0.833
F-test (1st stage) 97.4

Municipality FE ✓ ✓
Year FE ✓ ✓

Note: Estimated using aggregated emigration data from
KDB for the years 1890-1920 in five year intervals. Instru-
ment is hydropower potential interacted with year. P-value
thresholds ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1.
Standard errors are clustered at the municipality level.
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Table A7: ABE Linking Probability and Hydropower Open-
ings.

(1) (2) (3)

Constant 0.262∗∗∗

(0.009)
HPP 0.073∗∗∗ 0.024∗∗ 0.003

(0.019) (0.011) (0.004)

R2 0.002 0.017 0.037
Observations 545,747 545,747 545,747
Mean D.V. 0.269 0.269 0.269

County FE ✓
Birth Year FE ✓ ✓
Birth Municipality FE ✓

Note: Estimated using full population census data from 1910 and historical death register.
Sample consists of men born between 1890 and 1910 with a valid municipality of birth.
P-value thresholds ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1. Standard errors are
clustered at the municipality level.
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Table A9: Industry and Employment Variables.

Sector Year Variable Number

Agriculture 1891 67638, 67639, 67640, 67641, 67650
Manufacturing 1891 67642, 67643, 67644, 67645
Other 1891 67651, 67652, 67653, 67654
Services 1891 67646, 67647, 67648
Shipping 1891 67649

Agriculture 1900 67685, 67687
Manufacturing 1900 67688, 67689, 67690
Other 1900 67693, 67694, 67695, 67696, 67697, 67698
Services 1900 67691
Shipping 1900 67692

Agriculture 1910 67716, 67717, 67718, 67719, 67720, 67721, 67722, 67723, 67724, 67741,
67742, 67743

Manufacturing 1910 67725, 67726, 67727, 67744, 67745, 67746, 67747
Other 1910 67731, 67732, 67733, 67734, 67735, 67736, 67737, 67738, 67739, 67740,

67758, 67759, 67760, 67761, 67762, 67763, 67764, 67765, 67766
Services 1910 67728, 67729, 67748, 67749, 67757
Shipping 1910 67730, 67750, 67751, 67752, 67753, 67754, 67755, 67756

Agriculture 1920 67776, 67777, 67778, 67779, 67780, 67781, 67782, 67783, 67784, 67800,
67801, 67802, 67803, 67804, 67805, 67806, 67807, 67808, 67825, 67826,
67848, 67849

Manufacturing 1920 67785, 67786, 67787, 67788, 67809, 67810, 67811, 67827, 67828, 67829,
67830, 67831, 67850, 67851, 67852, 67853, 67854

Other 1920 67793, 67794, 67795, 67796, 67797, 67798, 67816, 67817, 67818, 67819,
67820, 67821, 67822, 67823, 67840, 67841, 67842, 67843, 67844, 67845,
67846, 67863, 67864, 67865, 67866, 67867, 67868, 67869, 67870, 67871

Services 1920 67789, 67790, 67791, 67812, 67813, 67814, 67832, 67833, 67834, 67835,
67836, 67837, 67838, 67855, 67856, 67857, 67858, 67859, 67860, 67861

Shipping 1920 67792, 67815, 67839, 67862

Note: The table shows information about the variables used for industry and employment data. The variable numbers in the
third column correspond to variable numbers in the Municipality Database. More information on this data source can be found
in Appendix C.
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Table A10: Income, Wealth and Taxpayer Responses to Hydropwer
Establishment.

Ln(Income/TP) Ln(Wealth/TP) Ln(TP)
(1) (2) (3)

HPP 0.090∗∗∗ 0.075∗∗ 0.101∗∗∗

(0.026) (0.031) (0.032)

R2 0.877 0.896 0.912
Observations 15,558 15,568 15,582
Mean D.V. -0.413 1.10 6.73

Municipality FE ✓ ✓ ✓
Year FE ✓ ✓ ✓

Note: The table shows estimates of Equation 3 at the municipality level. All outcomes are in logarith-
mic form to allow for comparable interpretations relative to the reference period t = −1. Monetary
values are reported in 1,000 NOK. Standard errors are clustered at the municipality level. P-value
thresholds ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1.

Table A11: Hydropower Establishment, Infectious Disease and Health Pro-
fessionals.

Ln(Cases/Pop) Ln(HP/Pop) Ln(Deaths/Pop)
(1) (2) (3)

HPP 0.102∗∗ -0.084 -0.020
(0.052) (0.065) (0.047)

R2 0.556 0.519 0.350
Observations 3,666 3,504 3,526
Mean D.V. 6.98 4.78 4.59

Health District FE ✓ ✓ ✓
Year FE ✓ ✓ ✓

Note: The table shows estimates of Equation 3 for the health district level. All outcomes are in logarithmic form
to allow for comparable interpretations relative to the reference period t = −1 and are measured per 100,000
inhabitants. Standard errors are clustered at the health district level. P-value thresholds ∗ ∗ ∗ = p < 0.01,
∗∗ = p < 0.05 and ∗ = p < 0.1.
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B Figures

Figure B1: Infant Mortality by Cause of Death 1899 - 1955.
Note: The figure shows infant mortality per 1,000 live births in four year bins by cause of death. The infectious disease category
includes deaths due to tuberculosis, pneumonia, diarrhea, influenza, scarlet fever, diphtheria, whooping cough and measles. The
data are taken from Backer (1961).
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Figure B2: Longevity Effects and Robustness to Immigration and Emigration.
Note: The figure shows estimates of Equation 2 for three different sample selections estimated using Sun and Abraham (2020).
Estimates can be interpreted as changes relative to event time t = −1. The different samples all include men born between 1890 and
1920. Triangle shapes represent the result for the full sample (n = 122,552), cross shapes exclude individuals who have no household
member living in the birth municipality before 1890 (n = 82,743) and diamond shaped estimates are based on a sample of individuals
who have the same residence municipality in 1910 as their birth municipality (n = 99,193). Standard errors used for the calculation
of the 95-% confidence intervals are clustered at the municipality level.
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Figure B3: Bacon Decomposition for TWFE Models.
Note: The figure provides estimates and weights obtained from a decomposition exercise following Goodman-Bacon (2021). Each
panel provides decomposition estimates and weights for a separate TWFE model presented earlier in Table 3.
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Figure B4: Mover Share by Hydropower Status of Municipality.
Note: The figure depicts the share of movers in municipalities in the 1910 census by hydropower status. Estimates were obtained
froma simple OLS regression of hydropower status on a dummy indicating mover status of individuals. The data used for this
excercise is the sample of linked individuals between the 1900 and 1910 census. Stars indicate result of hypothesis test of difference
to HP ≤ 1910. P-value thresholds ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05 and ∗ = p < 0.1.
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Figure B5: Characteristics of Movers in Comparison to Stayers.
Note: The figure shows estimates of simple OLS regressions of hydropower status on relevant outcomes. Each panel was obtained
from a separate estimation. Dark diamond shaped estimates control additionally for a city dummy if the person has moved from
a city . The data contain individuals linked across the 1900 and 1910 census. The estimates should be interpreted as differences
in observables relative to the omitted stayer category. Standard errors used for the 95-% confidence intervals are clustered at the
municipality level.
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Figure B6: Mover Flows by Hydropower Status.
Note: The figure shows changes regional flows of migrants from the linked 1900 and 1910 census data. The graph shows the
relative flows of movers. % of Locals indicates the overall number of movers in this category relative to the receiving municipalities
popualtion in 1900. The left panel shows te mover flows towards hydropower municipalities, while the right one indicates mover
flows to non-hydropower municipalities.
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(a) Diarrhoea (b) Diphtheria

(c) Pneumonia (d) Typhoid Fever

Figure B7: Hydropower Openings and Impact on Common Infectious Disease Cases
Note: The figure shows event-study estimates of the impact of hydropower openings on diarrhoea, diphtheria, pneumonia and
typhoid fever cases per 100,000 inhabitants. Event-study estimates follow methodology proposed in Sun and Abraham (2020). All
outcomes are in logarithmic form to allow for comparable interpretations relative to the reference period t = −1 and were obtained
by estimating Equation 1. Standard errors are clustered at the municipality level. Shapes and transparency indicates significance at
5-% level and error bars represent 95-% confidence intervals.
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Figure B8: Impact of Hydropower Openings on Fertility.
Note: The figure shows event-study estimates of hydropower openings on the lead number of live births per 100 inhabitants. The
outcome variable is transformed using the natural logarithm for easier interpretation. The data used for estimation was digitised
from historical health records. Event-study estimates are obtained using the methodology presented in Sun and Abraham (2020).
Standard errors used for the calculation of the 95-% confidence intervals are clustered at the health district level.
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Census 1900 Census 1910

Deaths 1928 - 1945

ABE-matching

Deaths 1951 - 2014
Combine

Historic Death 
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Matching on birth and 
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Income Registers

Other administrative 
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Personal Identifiers 
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Hydro Power Openings 
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Figure B9: Connection of Historical and Modern Administrative Data.
Note: The figure shows a simplified version of the data connection and linking process. Information included here contains data on
various levels of aggregation.
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C Data Sources and Definitions

IPUMS Census Data

Individual-level census data for the years 1900 and 1910 come from IPUMS International,
and access is restricted. Access to these data can be obtained by following this link.
Information on sample characteristics can also be found via the IPUMS website.

Death Data 1928 - 1946

Individual-level death records for the entire Norwegian population for the period 1928
to 1945 have been obtained through the Digital Archives (Digitalarkivet) of Norway. The
data are in general publicly available, excluding the cause of death. In order to receive
the full dataset, it is necessary to get in touch with the Digital Archives, which were very
generous in assisting with the provision of these data. A link to additional information
on the population movement register for 1928 - 1946 can be found here. In order to use
these data, some pre-processing and cleaning of municipalities, first and last names is
necessary.

Death Data 1951 - 2014

Individual-level death records for the entire Norwegian population with death dates
between 1951 and 2014 can be accessed via the Digital Archives. They provide a web
tool enabling all deaths to be searched by first name, last name, sex, birthdate and death
date using the following link. Since web scraping seemed to be very cumbersome for
data that appear to be publicly available, the Digital Archives provided the full dataset
for all deaths directly.

Geographic Information System Data

For the construction of instrumental variables, maps and geographic control variables, I
have used data from various sources.

• Elevation Data:
Elevation data for Norway were obtained from the Copernicus Land Monitoring
Service and obtained in 25 m resolution. The data come in geotif format.

• River data:
Data on rivers and river flow classes were obtained from the HydroRivers database,
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which is publicly available, including relevant documentation. These data include
all rivers in Norway and the relevant flow strength for the construction of the
instrumental variable.

• Municipality Structure 1900:
A shapefile including all 594 Norwegian municipalities and their geographic extent
was obtained from the Norwegian Centre for Research Data (NSD).

Norwegian Ecological Data

Data on pre-existing infrastructure in Norwegian municipalities for the year 1880, in-
cluding steamship and railway access during winter and summer were obtained via
ICPSR. The data were compiled by Frank H Aarebrot and Stein Kuhnle at the Depart-
ment of Sociology at the University of Bergen. The data generally include four sepa-
rate datasets and the variables for this analysis were obtained from dataset 4 on inter-
municipal communication. The data are publicly accessible via the following link. The
data include information about 461 municipalities which are matched to accord with the
municipality structure in the year 1900.

Norwegian Municipality Database (Kommunedatabase)

The Norwegian Municipality Database (Kommunedatabase) contains information on
various topics concerning Norwegian municipalities (kommuner), from the 19th cen-
tury up until today. Historical data concerning the period 1890 to 1920 are available for
some variables. During this project, the Norwegian Centre for Research Data restruc-
tured the database. There should not have been any change to the source material, but
no documentation of this change is available. Below I provide a short description of the
relevant variables and datasets from the Municipality Database used in this project.

• Population Movement Data:
I obtained data on infant deaths, stillbirths, live births, emigration and population
for the years 1890 to 1920. Some of these variables are only available in five-year
aggregates.

• Occupation and Industry Statistics:
Data on the number of individuals working in specific sectors and industries, as
well as labour force counts per municipality for the years 1891, 1900, 1910 and
1920 were also obtained here and aggregated into four categories (manufacturing,
agriculture, services, shipping)

64

https://www.nsd.no/
https://www.icpsr.umich.edu/web/ICPSR/studies/41
https://kommunedatabasen.sikt.no/


Public Health Data

Data concerning the developmentof public health in Norwegian health districts during
the period 1880 to 1920 can be found as PDF files through SSB’s historical statistics page.
All health data at the health district level is organised under the subsection ’Population.
Health’ (Befolkning. Helseforhold). The health statistics can then be found in annual
publications under the subsection ’Health Statistics’ (Helsestatistikk). The documents
sometimes change from year to year, but, in general, they are fairly consistent in their
content. Since the data are only available as PDF documents, I transcribed the infor-
mation and organised it to match the health district structure in 1880. If you wish to
look at an example of such a document, please see health statistics report 1890. These
data are available annually for all health districts. Below, I will provide more detailed
information about which data were obtained from this source.

• Infant Deaths:
Number of infant deaths during first 24 hours after birth, infant deaths first year
after birth.

• Live Births:
Number of live births in all health districts.

• Health Personnel:
Number of doctors, dentists, midwives, pharmacists and vaccinators per health
district.

• Cases of Infectious Diseases:
Number of reported cases of diarrhoea (incl. cholera), diphtheria, pneumonia and
typhoid fever in the health district.

• Deaths from Infectious Diseases:
Number of reported deaths from diarrhoea (incl. cholera), diphtheria, pneumonia
and typhoid fever in the health district.

Income, Wealth and Taxpayer Data:

The information about the number of taxpayers, and income and wealth by municipality
also comes from historical documents from SSB, which were published under the title
’Monthly Statistical Booklets’ (Statiskk Månedshefte). These data were collected for our
research centre and are only available from 1894 to 1920. The data include information
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on local tax collection, incomes and wealth in local communities. An example booklet
for the year 1895 can be found under the following link. Note that the taxpayer definition
is very broad and includes both physical and non-physical entities.

Historical International Standard Classification of Occupations

The censuses for the years 1900 and 1910 obtained via IPUMS include detailed records of
individuals’ occupations. These occupations are used to assign a value to socioeconomic
status, referred to as the Historical International Standard Classification of Occupations
(HISCAM). HISCAM provides a measure of social stratification that is based on historical
records from the Netherlands, Germany, France, Sweden, the UK, Canada and Belgium.
Lambert et al. (2013) describe the construction of this measure and how the HISCAM
measure can be used to explain social stratification and inequality in a historic context.
Norway is not one of the countries on which HISCAM is based and the most closely
related country, Sweden, only contains a relatively small sample. For this reason, the
analysis in this paper is based on the universal scale for the later period 1890 to 1930.
The data can be accessed via this link. They are described in detail in Lambert et al.
(2013).
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D Linked Historical Data

This paper uses novel data linkages between census data from 1900 and 1910, as well
as linkages to death data starting in 1928. The most important parts of the data-linking
process have already been described in the main paper. The main linking procedure fol-
lows the algorithm first outlined in Abramitzky, Boustan and Eriksson (2012, 2014) and
recently summarised in Abramitzky et al. (2021). In the following, it will be referred to as
ABE (Abramitzky, Boustan and Eriksson) matching. This procedure endeavours to solve
one main problem, which is particularly prominent when working with individual-level
historical data. It mainly concerns the problem of observing individuals (or firms and
other entities) across time. Since identifiers were not used historically, censuses simply
counted individuals in a historical context. It is not possible, however, to follow the same
person across different censuses over time. ABE matching tries to solve this lack of a lon-
gitudinal dimension, but it could also be applied to similar non-longitudinal problems.
The general idea of this matching procedure is that individuals in two different datasets
can be matched on characteristics that do not change over time, and should therefore be
identical in the two different datasets (e.g. birth year, birthplace, first name).

ABE matching thus means applying an automated function that goes through the
following steps. In the first step, first and last names are cleaned so that they do not
contain any symbols and specific non-English characters. In Norwegian, there are spe-
cial characters such as the letters Æ, Ø, and Å in both capitalised and non-capitalised
forms. These characters are substituted by a, o and a, for consistency. These characters
are also often prone to transcription errors. Multiple first and last names are subset to
only contain the first word of each name. For example, the name Lars Ivar Hansen will
become Lars Hansen. This is necessary because of individuals over time changing how
they report their full names. Moreover, all names are decapitalised for the sake of con-
sistency. In the next step, I then create blocks of potential matches, by creating Cartesian
products of individuals sharing the same sex, place of birth, birth year and the first letter
of both the standardised first name and last name. The standardisation is performed us-
ing the New York State Identification and Intelligence System (NYSIIS) algorithm and is
only used for the creation of standardised first letters of first and last names. The actual
string distance is computed on the cleaned and non-standardised names. The blocking is
mainly used to increase the potential match rate and to increase computing time by cre-
ating smaller Cartesian products of potential matches. For all matches within blocks, the
string distance is computed using the Jaro-Winkler (JW) method. This measure provides
a numeric value for how much a string would need to be edited in order to be identical
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to a comparison string. For example the JW string distance between hans kristiansen and
hans kristensen is 0.0996 using the stringdist package in R (van der Loo, 2014). I then keep
all individuals that are unique matches in the 1900 census and the 1910 census if the JW
score is smaller or equal to 0.1. All other matches are only selected as a quality match if
the match is the best match in both the 1900 and 1910 censuses, the JW score is smaller
or equal to 0.1 and the next best match of this name has a JW score higher than 0.1. This
is done to avoid arbitrary choices of matches that are of almost identical quality.

Envisage matching hans kristiansen with hans kristensen or hans kristianson. The first
pair has a JW score of 0.0996, while the second has a score of 0.0417. Conditional on sex,
birthplace and birth year, the difference between those two names is very arbitrary and a
successful match is therefore ruled out. After all matches have been selected using these
criteria, I iteratively link all remaining individuals in the censuses who have not been
matched by relaxing the blocking variables. Note that the blocking criteria do not lower
the quality requirement for the linkages, but only increase the number of comparisons
and therefore increase computing time.

D.1 Linking the 1900 and 1910 Censuses

In order to obtain a longitudinal sample of migrants between the years 1900 and 1910, I
link the 1900 and 1910 censuses using the matching procedure outlined above. Overall,
I am able to link 31 per cent of all individuals in the 1900 census to individuals in 1910.
This overall linking rate is a weighted average of the 34 per cent of men and 28 percent
of women I am able to link. Especially among women, the false positive rate is likely
higher, mainly due to patrilineal surnames. I account for this by only matching women
by first names if they are above a certain age, but this is still a fuzzy method with a
higher false positive rate compared to the male matches. For the census data, I block on
the municipality of birth, birth year, sex, and first letter of the last name and first name.
For unmarried women, I do not block on the first letter of the last name.

In Table D12, I provide some summary statistics, comparing linked and non-linked
individuals. This sample includes all individuals born in 1900 or earlier who have a valid
birth municipality. On average, linked individuals are more male, older and less likely
to be single. This has to do with the aforementioned patrilineal surnames and the fact
that especially women who were already married in 1900 are more likely to be matched
because their last name should not change across censuses due to a very low divorce
rate. The same argument holds for the lower rate of unmarried/single individuals.
Focusing on the municipality of birth characteristics, individuals are less likely to be
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matched if they were born in a city municipality.35 This becomes even more distinct
when looking at the biggest three cities (Oslo (Kristiania), Bergen and Trondheim). The
reason why linking rates in cities are lower has to do with the ABE algorithm which,
as a selection criterion, requires matches to be significantly better than the next best
match. With a larger pool of potential matches (e.g. in cities) this probability decreases.
Other characteristics such as steamship stops and railway stops are also smaller in the
linked sample, which is probably due to a correlation between transport infrastructure
and population density (e.g. city status).

Table D12: Characteristics of Linked and Non-Linked Individuals.

Linked (N=556,218) Not Linked (N=1,224,838)

Mean Std. Dev. Mean Std. Dev.

Male 0.518 0.500 0.460 0.498
Birth Year 1872.834 19.811 1875.785 19.321
Single 0.449 0.497 0.538 0.499
Birth Mun. City 0.215 0.411 0.220 0.414
Three Largest Cities 0.075 0.263 0.090 0.287
Distance to Coast 21.437 35.828 22.155 35.661
Mun. Size (km²) 483.036 720.596 495.654 732.380
Steamship Stops 5.339 7.033 5.526 7.357
Railway Stops 0.738 1.610 0.769 1.634

Note: The table presents summary statistics (mean and standard deviation) for individuals from the 1900 census.
Summary statistics are presented separately for individuals linked to the 1910 census, and individuals who were
not linked successfully. Variables indicating municipality characteristics refer to the municipality of birth.

D.2 Linking the 1910 Census and the Historic Death Register

In order to obtain a sample of individuals including their municipality of birth and the
date of death, I link the male individuals born between 1890 and 1910 to individuals in
the historical death register. Since the time difference between the occurrence of death
and 1910 might span over 100 years, the linking rate is slightly smaller than for the census
data. Overall, I can link approximately 27 per cent of men born between 1890 and 1910
to individuals whom I observe in the historical death register. I also use slightly different

35Note that city status in Norway did not necessarily mean that these were metropolitan areas. The
mean city population in 1900 was just about 10,000 (median 3,500), while the mean population in munici-
palities without city status was 3,000 (median 2,500).
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blocking variables for this linking process. I block on the first letter of the last name and
first name, birth year, birth month and day of birth. I am not able to block on the birth
municipality since I do not observe this variable in the historical death register. Note
that, when linking the censuses, I could not rely on the birth month and day of birth,
since this variable is not applicable in the 1900 census. Blocking on the birth month and
day of birth significantly improves this linking process in the absence of the municipality
of birth.

Besides the linking rate, some key characteristics of individuals are slightly different
in the linked sample of individuals from the 1910 census than in the non-linked sample.
We see that, overall, individuals are slightly positively selected in terms of the socioeco-
nomic status of the household head. They are more likely to be born in areas that had
city status and are more likely to be born in smaller municipalities.

Table D13: Characteristics of Linked and Non-Linked Individuals.

Linked (N=148,306) Not Linked (N=405,181)

Mean Std. Dev. Mean Std. Dev.

Birth Year 1900.597 5.937 1900.253 5.937
HH. HISCAM Value 55.118 9.582 53.590 7.426
Nr. H. Members 7.100 4.869 7.069 4.551
Birth Mun. City 0.378 0.485 0.247 0.432
Distance to Coast 18.211 34.366 20.694 35.320
Mun. Size (km²) 396.278 694.518 483.771 738.913
Steamship Stops 7.666 8.982 6.088 7.762
Railway Stops 1.179 1.964 0.834 1.712
Three Largest Cities 0.182 0.386 0.106 0.308

Note: The table presents summary statistics (mean and standard deviation) for men born between 1890 and
1910. Summary statistics are presented separately for individuals linked to the historical death register, and
individuals who were not linked successfully. Variables indicating municipality characteristics refer to the
municipality of birth.
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